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One of the biggest challenges in the field of multi-target tracking is the association of a set  of  
measurements originating from a sensor to a dynamic number of objects. Due to missing, noisy and 
false measurements caused by different kinds of interferences, an easy assignment is not possible in 
most cases. The combinatorial association problem can be solved by enumerating and evaluating all 
association  possibilities  in  each  time-step.  On  this  principle  the  Multiple  Hypothesis  Tracking 
(MHT) algorithm is based. Due to its exponential complexity, the practical suitability of this method 
is highly dependent on the tracking scenario and the chosen parameters. In this thesis a real-time 
capable MHT system is to be developed and subsequently its suitability in the context of real-time 
video tracking is to be evaluated.

Scope of Work:
• Thorough literature research in the field of multi-target tracking
• Implementation of a basic MHT system
• Extension of the tracker with hypotheses clustering
• Optimization of the system through the implementation of a chosen

algorithm in order to keep the size of the hypothesis set in check
• Choice of an appropriate measure for evaluating the system's performance

with regard to the accuracy of the number and location of detected objects
• Evaluation of the system based on real-world simulation data from a video

data-base with regard to the system's real-time capability
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Kurzfassung

Masterarbeit

Entwicklung und Evaluierung eines echtzeitfähigen
Multi-Hypothesen Trackers

David Geier

21. Mai 2012

Multi-Objekt-Verfolgung wird heutzutage in vielen wissenschaftlichen Disziplinen einge-

setzt. Obwohl es seit Jahrzehnten wissenschaftlich untersucht wird, bleibt Multi-Objekt-

Verfolgung wegen der hohen Komplexität ein schwieriges Problem. In der vorliegenden

Masterarbeit wird die Echtzeitfähigkeit eines modernen Multi-Hypothesen Trackers für

das Tracking von Personen in (Überwachungs-)Videos untersucht. Zu diesem Zweck

wird zunächst die benötigte Theorie und anschließend die darauf aufbauende, im Rah-

men dieser Arbeit entstandene, Implementierung vorgestellt. Besonderes Augenmerk

wird bei der folgenden Evaluierung auf die Geschwindigkeit der Implementierung gelegt

und es wird analysiert wo weiters Optimierungspotential besteht. Zusätzlich wird die

Qualität des Trackings mit der eines Global Nearest Neighbor Trackers verglichen.
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Abstract

Master Thesis

Development and Evaluation of a Real-time capable
Multi Hypothesis Tracker

David Geier

21. Mai 2012

Multi-object tracking is nowadays deployed in a vast number of scientific disciplines.

Even though multi-object tracking has been researched for decades it still remains a

challenging problem because of its computational complexity. The aim of this master

thesis is to analyze the real-time capabilities of a modern multiple hypothesis tracker

used for tracking persons in (surveillance) videos. For this purpose all required theory

is discussed first and afterwards, the implementation created in the scope of this master

thesis is presented. What follows is an evaluation which focuses on the speed of the

implementation. Potential bottlenecks are analyzed and ideas for future optimizations

are given. Supplementary, the tracking quality is analyzed and compared to the one of a

global nearest neighbor tracker.
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1 Introduction

1.1 Motivation

Tracking is the fundamental element of all sorts of surveillance, guidance and obstacle

avoidance systems. The term tracking refers to the problem of determining location,

path and characteristics of one or multiple moving objects, so called targets, over time

with the use of measurements from a sensor. A sensor, in that context, is any measuring

device which can be used to collect information about targets in the environment, also

referred to as scan volume. Typical examples of sensors are radars, cameras or infrared

sensors [HL01].

Tracking is applied in a wide range of fields. Historically used in military and civil

areas, tracking algorithms are nowadays even employed in molecular biology (see e. g.

[SNM06]). In military use ballistic missile defense, air defense and battlefield surveil-

lance can be mentioned. Tracking algorithms are employed nowadays for civil purpose

in such contexts as air traffic control, ocean surveillance and surveillance of people in

public places.

A practical example is the tracking of people in video sequences for automatic visual

surveillance systems of human activity. Here it is attempted to determine the number of

people in the environment under surveillance, their speed, positions and walking routes.

All this information has to be obtained exclusively on the basis of the measurements out-

put by the underlying camera sensor. Figure 1.11 shows the output of such a surveillance

tracking system for people.

Unfortunately, there is a number of sources of uncertainty which makes the tracking

1The image was taken from http://www.micc.unifi.it/wp-content/uploads/2010/

07/scale-invariant-3d-multiperson-tracking.jpg.
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Figure 1.1: An example for the output of a visual surveillance tracking system for people.

task particularly challenging and difficult. Occurring problems are various but a few ex-

amples should be given. The motion of a target can be arbitrary and thus any motion

model is likely to fail. The number of targets in the scan volume can change randomly

between subsequent time-steps. It can happen that a target stays undetected for some

time-steps because multiple targets move in close proximity and the resolution of the

used sensor is limited. Another conceivable scenario is that a target is not detected by

the sensor because it is occluded by other targets or obstacles. Besides the already men-

tioned issues are all measurements delivered by a sensor subject to random noise. That

makes the correct estimation of the target routes even more difficult [Cha11, HL01].

All in all simultaneously tracking multiple targets is a non-trivial task and it needs soph-

isticated probabilistic models and algorithms to tackle the multiple target tracking (MTT)

problem [Cha11, Rei79].

1.2 Fundamental Tracking Approaches

In multiple target tracking a distinction is made between two fundamentally different

tracking approaches.

Recursive tracking algorithms update their target estimations iteratively. In each time-

step the new information of the current scan is incorporated into the track estimation

2 David Geier
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likelihoods2 and a new estimation is calculated. Almost all recursive tracking algorithms

are based on Bayesian filtering theory. Examples for recursive tracking algorithms

are Global Nearest Neighbor Tracking [Bla86], (Joint) Probabilistic Data Association

[BSJ72, FBSS83] and Multiple Hypothesis Tracking [Rei79].

Global tracking algorithms do not only consider the actual time-step in their update

routine but a series of multiple time-steps at the same time. Hence, multiple meas-

urements of consecutive time-steps are considered in relation and not only the measure-

ments of the current time-step. Examples for global tracking algorithms can be found in

[LSG07, ZLN08, HWN08].

1.3 Problem Formulation

In this master thesis a framework to tackle the MTT problem is implemented, analyzed

and evaluated. It is required that the implementation is real-time capable even in tracking

scenarios that contain a lot of targets and a lot of clutter. Additionally, the tracking frame-

work should be easily adaptable to different tracking problems (e. g. tracking planes or

people, considering acceleration and velocity, etc.) that it is versatile and universally

applicable.

The recursive Multiple Hypothesis Tracking (MHT) algorithm was chosen to tackle the

MTT problem. This choice was determined by the generally positive approach of sci-

entists to the method as the preferred one for solving the data association problem in

MTT systems [Bla04]. The term data association in that context refers to the difficulty

of assigning the correct measurements within a scan to the different targets during the

tracking process.

1.4 Thesis Structure

This master thesis is divided into four parts. The first part contains an introduction into

single and multiple target tracking. The second part contains all mathematical theory be-

2The term likelihood refers to a value which measures how likely an event occurrence is. It can be
expressed, for instance, as a probability.

David Geier 3
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hind multi hypothesis tracking. The third part covers the implementation and discusses

difficulties and pitfalls in the actual implementation. The fourth part is the evaluation.

More information about the different chapters can be found hereafter:

In chapter 2 the fundamental terminology and the concepts of single target tracking are

presented. State estimation with the use of the Kalman filter and gating as important

tracking tools are discussed. Finally, a few well-known single target tracking approaches

are outlined.

In chapter 3 the concepts of multiple target tracking are presented. It is illustrated why

tracking multiple targets simultaneously is such a difficult problem. Lastly, some well-

known multiple target tracking approaches are outlined.

Chapter 4 constitutes the theoretical main part of this thesis and copes with the theory

behind a real-time capable, state-of-the-art multiple hypothesis tracker. After the original

version of the algorithm is introduced, different optimizations are discussed to speedup

the algorithm.

Chapter 5 deals with the practical MHT implementation which was created for the pur-

pose of this thesis. Difficulties and pitfalls that emerged during implementation and the

chosen solutions are presented.

In chapter 6 the MHT implementation is evaluated. For that purpose the concepts behind

multiple target tracking performance measurement are outlined and the CLEAR MOT

performance metrics are presented. After that, the practical evaluation consisting of syn-

thetic and real-world scenarios is performed.

In the last chapter 7 of this thesis an outlook of possible future improvements and a

summary of what was achieved is given.
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2 Single Target Tracking

In the field of target tracking, single and multiple target tracking techniques are distin-

guished as they differ largely in complexity. Hence, before multiple target tracking is

tackled, the case of tracking only a single target is discussed. It lays down some funda-

mental ideas and techniques applied to all kinds of tracking problems.

2.1 Introduction

As stated in the introduction target tracking refers to the problem of following one or

multiple targets over time. A target is any object which state (e. g. position and velo-

city) is of interest and thus is subject to tracking. The state of a target is measured by a

sensor at instances of time. These instances of time are called scans. Each scan contains

a certain number of measurements which describe the states of the present targets at that

particular instance of time. It is assumed often that no two measurements of the same

scan can originate from the same target. This means that each target in every scan gener-

ates at most one measurement. The number of measurements present in a scan depends

on various factors such as the number of targets present in the scan volume, the detection

probability or the amount of clutter1.

In each time-step every measurement of the actual scan has to be classified to be either

a false alarm, the start of a new track or the continuation of an existing track. This pro-

cess is called data association. It is the crucial and most difficult part of every tracking

algorithm. A track is a sequence of measurements that are hypothesized by the tracker

to originate from the same single target.

1In the context of tracking, the term clutter refers to unwanted measurements contained in a scan. Clutter
originates from the inability of the sensor to exclude disturbed signals or from faulty identified objects.

5



CHAPTER 2. SINGLE TARGET TRACKING Master Thesis

Important aspects of every tracking problem are, first of all, to distinguish between the

single and multiple target cases. In the former case only one target can be tracked at the

same time. In the latter case it is possible to track an arbitrary number of targets at the

same time. Though, dependent on the used algorithm the number of targets has to be

known a priori or can change dynamically as targets appear and disappear. Other aspects

that have to be taken into account are the characteristics of the tracking environment and

the sensor. High and low target density environments, as well as high and low clutter

scenarios are distinguished. The ability of the sensor to detect a target is of importance

as well. These properties are usually described by the detection probability PD ∈ [0,1],

the density of false alarms βFT which dependents on the clutter rate λ and the density

of new targets βNT . Algorithmic aspects of interest are the ability of correcting wrongly

made associations, called multiple-scan correlation and the ability to cope with newly

appearing and disappearing targets, called track initiation and track termination [Rei79].

In relation to the number of new measurements contained in a scan and the number

of targets to track, different classes of algorithms were developed. In the simplest form

of single target tracking (STT) only one target exists at the same time and each scan con-

tains at most one new measurement. In that case the data association problem is trivial

because it is determined by the underlying problem structure which track is associated

with the new measurement. In that case the only improvement that can be made is the

application of a filter to reduce noise in the potentially disturbed measurements. How-

ever, in practice simple tracking scenarios like this are very rare because the existence of

clutter, causing scans with more than one measurement, is not considered.

The problem of tracking only a single target gets more complicated as soon as the under-

lying sensor delivers more than one measurement per scan. In that case, in each scan, a

data association problem has to be solved because it has to be decided, which of the new

measurements is assigned to the track. The additional measurements can originate e. g.

from clutter or wrong assumptions about the number of targets in the scan volume.

In the case of scans containing multiple measurements it is important to predict the state

of the track for the next time-step in order to find out which of the new measurements

should be chosen to continue the track (e. g. by taking the measurement with the min-

imum distance to the state prediction). State prediction is crucial because no assumption

about any future track state can be made without it and thus, assigning the next measure-

ment is infeasible (especially in situations where intermediate measurements belonging
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k − 3
k − 2 k − 1

Prediction for. . .

New measurements
in scan at time-step k

time-step k

Figure 2.1: An illustration of the track state prediction process. A scan containing four new

measurements arrived. Based on the track state prediction and a distance metric it

can be decided which measurement to choose best to continue the track.

Continue track

Predict filterCorrect filter

Extract measurements

Determine track state

Data Association

Raw sensor data

Measurements of new scan

Figure 2.2: Fundamental structure of a STT system

to a track where omitted due to e. g. occlusion). In figure 2.1 the track state prediction

process is illustrated.

Practically, in almost all tracking algorithms each track is associated with a filter which

is used to predict the state(s) of the track for the next time-step(s) and which removes

noise from the measurements. The general layout of a STT system is illustrated in fig-

ure 2.2. The most popular method for track state prediction in the context of tracking

is the Kalman filter. It is described in conjunction with Bayesian filters in the following

section.
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2.2 State Space Estimation

As stated in the previous section, the prediction of the state of a target moving through

the scan volume is essential for the data association process of recursive tracking al-

gorithms. Therefore, the mathematical fundamentals of the state space estimation pro-

cess are presented in this section. First, the general idea behind recursive Bayesian filters

are outlined. After that the Kalman filter is presented which is the most popular repres-

entative of Bayesian filters for discrete data [HL01].

2.2.1 Recursive Bayes Filtering

A Bayes filter is a recursive filter. Based on a sequence of k measurements z1, . . . ,zk

made on a system, it computes the distribution p(xk|z1, . . . ,zk) of the system state xk,

given the prior initial distribution p(x0) and the State Space Models2

xk ∼ p(xk|xk−1) and

zk ∼ p(zk|xk).

The filter computation is based on a recursive update rule which incorporates each new

measurement zk into the posterior distribution time-step by time-step .

It is assumed that the underlying stochastic process of the system system has the Markov

property3 and that the stochastic model is a first order Hidden Markov Model4. This

means that any state xk depends exclusively on the previous state xk−1. The Markov

assumption states that in any time-step k the past and future states are independent if the

current state xk is known [RAG04]. Formally this can be stated as

p(xk+1|x1, . . . ,xk) = p(xk+1|xk).

2A State Space Model is one form to describe a dynamic physical system by using a set of input, output
and state variables [Har04].

3The Markov property states that given the state of a system at a certain time, the future states are
independent of its past [MS04].

4A Hidden Markov Model is a stochastic model which describes a system whose state is not directly
observable, but only measurements on it can be obtained. The state of the system follows a Markov

process [MS04].
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Using Bayes’ theorem P (A|B) = P (B|A)P (A)
P (B)

and the abbreviation x1, . . . ,xn = x1:n, re-

spective z1, . . . ,zn = z1:n with n ∈ N, an expression for p(xk|z1, . . . ,zk) can be obtained:

p(xk|z1:k) =
p(zk|xk, z1:k−1)p(xk|z1:k−1)

p(zk|z1:k−1)
=
p(zk|xk)p(xk|z1:k−1)

p(zk|z1:k−1)

=
p(zk|xk)p(xk|z1:k−1)∫
p(zk|xk)p(xk|z1:k−1) dxk

. (2.1)

This is the correction step of the filter. Based on the prior distribution of equation (2.1)

and the measurement likelihood p(zk|xk), an equation for predicting the next system state

can be derived. The derivation goes beyond the scope of this thesis and can be found e. g.

in [Jaz70]. The final result is:

p(xk|z1:k−1) =

∫
p(xk|xk−1)p(xk−1|y1:k−1) dxk−1. (2.2)

This is the prediction step of the filter. The used relation is known as Chapman-Kolmogorov

equation. It propagates the posterior distribution of the state from time-step k − 1 to

time-step k [RAG04]. In the next chapter one famous realization of the Bayes filter is

presented.

2.2.2 Kalman Filter

The Kalman filter is the most popular representative of a discrete Bayesian filter. Thanks

to its discrete nature, the integrals in equations (2.1) and (2.2) turn into sums. Hence,

the recursive filter equations can be implemented directly using simple arithmetic and no

numerical integration is required.

2.2.2.1 Introduction

The Kalman filter (1960) was developed by Rudolph E. Kálmán [Kal60]. It is a recursive

filter used to predict the state of a dynamic system on the basis of a sequence of disturbed

measurements, by minimizing the root mean square error. The Kalman filter is one of

the most well-known and the most often used filtering algorithms from the toolbox of

stochastic estimation methods. Essentially, it breaks down to a set of mathematical equa-

tions which implement a predictor-corrector type estimator. It is optimal in the sense

that it minimizes the error covariance of the state of the system, provided that some pre-

sumed conditions are fulfilled [WB06].
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The state of a system xk ∈ Rn at time-step k ∈ N0 of a time-discrete process can be

described by the following linear stochastic difference equation:

xk = Axk−1 +Buk−1 + wk−1

The matrix A ∈ Rn×n maps the state xk−1 of the previous time-step to the state of the

current time-step k. The matrix B ∈ Rn×l maps the control input u ∈ Rl from the

previous time-step to the current one. The control input is optional and does not exist in

many real-world problems. The system state is influenced by process noise described by

the normally distributed random variable wk ∈ Rn ∼ Nn(0,Q), with the process noise

covariance matrix Q ∈ Rn×n. More information about the normal distribution is given

in section A.1.

The connection between the system state xk and a measurement zk ∈ Rm at time-step k

is given by the equation

zk = Hxk + vk.

The measurement matrix H ∈ Rm×n maps the system state xk from state space to meas-

urement space. Analogously to the state, the measurement is also subject to noise,

the measurement noise. It is described by the normally distributed random variable

vk ∈ Rm ∼ Nm(0,R), with measurement noise covariance matrix R ∈ Rm×m. It is

assumed that the measurement and the process noise described by the random variables

vk and wk are statistically independent (uncorrelated).

In practice, the covariance matrices Q and R might change with successive time-steps

and new measurements respectively. Nevertheless, in this introduction they are assumed

to be constant.

2.2.2.2 The Kalman Equations

Let x̂−k ∈ Rn be the a priori state prediction at time-step k, before the new measurement

zk is taken into account and x̂+
k ∈ Rn the a posteriori state prediction at time-step k, after

the new measurement zk was taken into account. The a priori and a posteriori prediction

10 David Geier
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errors are defined as

e−k := xk − x̂−k and (2.3)

e+
k := xk − x̂+

k . (2.4)

Considering the zero-mean of e−k and e+
k , the a priori and a posteriori prediction error

covariance matrices5 P−k and P+
k can be written in terms of the expected value E(·)6 of

the a priori and a posteriori prediction errors:

P−k = Cov(e−k ) = E
(
e−k e

−
k
T
)

and (2.5)

P+
k = Cov(e+

k ) = E
(
e+
k e

+
k
T
)
. (2.6)

The next step in the derivation of the Kalman filter equations is to find an equation for

calculating the a posteriori state prediction x̂+
k . The state prediction can be formulated as

a linear combination between the a priori state prediction x̂−k and a weighted difference

between the current measurement zk and the measurement prediction Hx̂−k :

x̂+
k = x̂−k +Kk(zk −Hx̂−k︸ ︷︷ ︸

=:rk∈Rm

), Kk ∈ Rn×m. (2.7)

Thus, every new state prediction consists of a predictable fraction taken from the previ-

ous state that does not contain any new information and of a fraction that contains new

information extracted from the new measurement. The difference vector rk = zk−Hx̂−k
is often referred to as the measurement innovation or residual. Its norm ‖rk‖2 =

√
rkT rk

is called residuum. The covariance matrix Sk ∈ Rm×m of the innovation rk is given

below:

Sk := Cov(rk) = E(rkr
T
k ) = E((zk −Hx̂−k )(zk −Hx̂−k )T ) = HP−k H

T +R. (2.8)

The matrix Kk ∈ Rn×m is called gain or blending factor. It is chosen in a way that it

minimizes the a posteriori error covariance of equation (2.6). This minimization can be

accomplished by, first, substituting equation (2.7) into (2.4) and afterwards substituting

the result of that into equation (2.6). Then the derivative of the trace with respect to Kk

5The covariance matrix of a vector X = (X1, . . . ,Xn)T of n random variables is defined as Cov(X) =

(Cov(Xi,Xj))i,j=1,...,n ∈ Rn×n.
6The connection between expected value and covariance is given by the equation Cov(X,Y ) =

E(X,Y )− E(X) E(Y ).
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is taken. The result is set equal to zero and then solved for Kk. More details of this

derivation can be found e. g. in [May79]. Consequently, the equation obtained finally is

Kk = P−k H
T (HP−k H

T +R)−1 =
P−k H

T

HP−k H
T +R

=
P−k H

T

Sk
. (2.9)

By carefully looking at equation (2.9) it can be seen that as the measurement noise

covariance R approaches zero, the innovation in equation (2.7) is weighted stronger:

limR→0Kk = H−1. Contrarily, the innovation is weighted less strongly as the a priori

estimate error covariance P−k approaches zero: limP−k →0Kk = 0.

More intuitively this behavior can be explained by considering that as the measurement

noise covariance R gets smaller, more trust can be put into the correctness of the actual

measurement zk while the predicted measurement Hx̂−k is trusted less. The same holds

the other way around for an increasing measurement error covariance.

2.2.2.3 Filtering Algorithm

The Kalman filter is applied as an alternating two-step process of predicting the new state

(prediction step) and updating the filter with a new measurement (correction step). The

prediction equations are responsible for projecting the current state and error covariance

estimates forward in time in order to obtain the a priori estimate for the next time-step.

The correction equations are responsible for improving the a priori estimate by incorpor-

ating the information of the new measurement and obtaining an improved a posteriori

estimate. The process of predicting and correcting is illustrated in figure 2.3 together

with the appropriate equations.

2.3 Gating

In high density tracking scenarios the number of measurements delivered in a scan is

potentially big. In that case determining the new track state becomes easily computa-

tionally infeasible because too many measurements have to be considered per track. To

overcome this problem a technique known as gating is employed. It reduces the number

of measurements that can be possibly associated with a track. This is accomplished by

defining a region in the scan volume for each track where measurements are allowed to

originate from for that they are assigned to this particular track. The regions in question
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1. Project state

x̂−k = Ax̂+
k−1 +Buk−1

2. Project error covariance

P−k = AP+
k−1A

T +Q

1. Compute Kalman gain

Kk = P−k H
T (HP−k H

T +R)−1

2. Update estimation with measurement zk
x̂+
k = x̂−k +Kk(zk −Hx̂−k )

3. Update error covariance

P+
k = (I −KkH)P−k

Prediction (time update)

Correction (measurement update)
Initial values for x̂+

0 and P+
0

Figure 2.3: Summary of the recursive Kalman filter application [WB06].

Track 1

Track 2

Figure 2.4: Tracks with their gates associated with the predicted states (gray circles) and some

measurements (black squares) [HL01].

are called gate or validation region. In figure 2.4 two tracks with their gates associated

with the predicted states for the next time-step and some measurements are depicted.

The shape and size of the gate of a track is defined by its associated Kalman innova-

tion covariance matrix Sk from equation (2.8). Its center Hxk is given by the state of

the track projected into the measurement space. To determine whether a certain meas-

urement falls into the gate of a track, the Mahalanobis distance (for more information

see section A.1) between the predicted state of that track and the measurement in ques-

tion is calculated. If the resulting distance is greater than a certain threshold η ∈ R+,

this measurement is no longer considered for that track. Given the predicted state xk,
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the measurement zk and the innovation covariance matrix Sk the gating condition can be

formulated as

rk
TSk

−1rk = (zk −Hxk)TSk−1(zk −Hxk) ≤ η, (2.10)

It can be shown that the lefthand side of this equation follows a χ2
n-distribution with

n = dim(zk) degrees of freedom (DOF) as the sum of normally distributed random

variables (for a proof of this theorem see section A.1). Thus, the size η of the gate

can be obtained on the basis of the probability PG ∈ [0,1] that a certain amount of

measurements fall into the validation region. Using the inverse of the χ2 cumulative

distribution function (CDF) F−1
χ2(n)(x), the gate size η can be determined [Cox93]. It

holds for the gating probability PG that

PG = Fχ2(n)(x) = P
(n

2
,
x

2

)
=
γ(n

2
,x

2
)

Γ(n
2
)
,

where γ(n,x) is the lower incomplete Gamma function and P
(
n
2
,x

2

)
is the regularized

Gamma function (for more information see section A.1). It describes the probability

that χ2
n lies in the interval [0,x]. As the Gamma function cannot be solved analytic-

ally the values have to be calculated numerically. However, for n = 2 DOF the CDF

is of the form Fχ2(2)(x) = 1 − e−
x
2 , which can be inverted and solved analytically as

F−1
χ2(2)(x) = −2 ln(1− PG).

For example for 2-dimensional measurements and a probability of 95% that true meas-

urements fall into the gate, its size has to be set to η = F−1
χ2(2)(PG = 0.95) ≈ 5.99. In

figure 2.5 gating regions for different gating probabilities PG are depicted.

It is important to mention that a validation region does not provide any statistical measure

for the rejection of false alarms (clutter). It only defines an acceptance region in which

(100PG)% of the true measurements are accepted [BUDW06, Cox93].

The exclusion of measurements with low assignment probabilities results in an effective

reduction of the combinatorial complexity of the data association problem.

2.4 Some STT Approaches

Several approaches to tackle the STT problem have been devised in literature over the

last decades. In this section, two popular approaches of different complexity are outlined.
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PG = 0.5

PG = 0.75

PG = 0.95

Hxk

Figure 2.5: Gates for different gating probabilities PG and constant innovation covariance mat-

rix Sk. The gates are centered on the prediction projected into measurement space

Hxk.

2.4.1 Nearest Neighbor Standard Filter

The Nearest Neighbor Standard Filter (NNSF) is the simplest approach to STT [BSF87].

NNSF applies the following data association policy. First, all measurements which do

not gate with the track are discarded. Second, the measurement which has the smallest

distance to the predicted track state in terms of the Mahalanobis distance is chosen for

track continuation.

The application of the NNSF requires a low clutter rate λ and a high detection prob-

ability PD. In scenarios where targets are moving in close proximity or scenarios where

the underlying sensor delivers a lot of clutter, there is the possibility of performing many

wrong assignment decisions. In that context the biggest limitation of the NNSF is that it

does not support multiple-scan correlation. Any measurement assignment performed in

a time-step is irreversible, even though information obtained in later scans can be often

of great value for resolving ambiguities occurring in the current scan.

Still, the NNSF is widely used because of its simplicity and its acceptable results in a

range of simple tracking scenarios [Cox93]. Examples for the application of nearest

neighbor tracking can be found in [CSD88, DF91].

David Geier 15



CHAPTER 2. SINGLE TARGET TRACKING Master Thesis

2.4.2 Probabilistic Data Association Filter

The Probabilistic Data Association Filter (PDAF), first presented by Bar-Shalom and

Tse [ST75], is an important representative of the soft decision class of tracking al-

gorithms [BSJ72]. Algorithms of this class do not perform fixed measurement asso-

ciations like the NNSF, but they calculate a new track state based on multiple measure-

ments of a scan. The NNSF takes only one of the received measurements into account,

associates it and discards the others. This approach works well in sparse target and low

clutter scenarios but it is likely to fail in dense scenarios or scenarios with an increasing

rate of false alarms. In that case the PDAF can improve tracking results significantly.

The PDAF continues the track with a weighted average of all measurements falling into

the gating region. The weight of each measurement is calculated on the basis of the

probability of associating the measurement in question to the track. Hence, the weight is

called association probability. When calculating an association probability, the probab-

ility of the considered measurement being a false report is also taken into account. This

enables the usage of the PDAF for target tracking in cluttered environments [BSDH09].

There exist two different PDAF versions. They differ in the underlying model which is

assumed for the distribution of false alarms. The parametric version assumes a Poisson

distribution, while the non-parametric version assumes a uniform distribution of false

alarms [Cox93].
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3 Multiple Target Tracking

3.1 Introduction

The most difficult tracking problems arise when more than one target is subject to track-

ing at the same time. Such multiple target tracking (MTT) scenarios are of great im-

portance because they occur in a lot of fields of application. It turns out that the MTT

problem is surprisingly hard in comparison to the single target case.

It could be assumed that when tracking a single target has a certain amount of com-

putational costs, tracking n similar targets would just have n times this costs. However,

the reality appears different. In fact, the complexity of the simplest MTT approaches is,

at least, proportional to the square of the number of targets tracked, when assuming that

in each scan n new measurements are delivered.

In MTT the data association problem constitutes the task of assigning multiple different

measurements within each scan to multiple different tracks. When n targets are tracked

simultaneously and the actual scan contains n new measurements, each of the n new

measurements could in principle be assigned to any of the n tracks. The need of consid-

ering every single association possibility makes MTT a problem basically proportional

to O(n2) for n targets. Handling this algorithmic complexity is the first major difficulty

of MTT [Uhl92, HL01].

The second major difficulty of MTT is not of algorithmic nature. It concerns the uncer-

tainty caused by sensor inabilities like sporadic miss detections or the delivery of false

alarms. In figure 3.1 the increased difficulty of MTT in comparison to STT is illustrated.
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k = 1

k = 2

k = 3

k = 4

k = 5

Figure 3.1: Comparison of STT (left) and MTT (right) [HL01].
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3.2 Single Source Assumption

In many MTT algorithms it is assumed that every measurement originates at most from

one source: being a false target, a new target or an existing target. After a measure-

ment was classified by the MTT algorithm to originate from one of the three mentioned

sources, it is not possible anymore that the same measurement is associated with any

other source [Rei79]. In the following it is referred to this property as single source as-

sumption. MTT algorithms that fulfill the single source assumption only create disjoint

tracks that do not share any common measurements. Disjoint tracks are also called com-

patible.

The fulfillment of the single source assumption is mostly of great importance for two

reasons. On one hand, it reflects the underlying physical nature of the tracking prob-

lem. On the other hand, the combinatorial complexity of the data association problem

would be even bigger without this constraint and thus, most of the efficient algorithmic

approaches were unfeasible.

Almost all MTT algorithms fulfill the single source assumption but there are some ex-

ceptions like the Track Splitting Filter outlined in the following section.

3.3 Some MMT Approaches

Different approaches are devised in literature to tackle the MTT problem. In this section

three of them are outlined. The last one, being Multiple Hypothesis Tracking, is described

in full detail in the next chapter. The first two approaches are just extensions of their STT

counterparts that were already presented in section 2.4.

3.3.1 Global Nearest Neighbor Tracking

Global Nearest Neighbor Tracking (GNNT) is an extension of the Nearest Neighbor

Standard Filter (NNSF), described in section 2.4.1, to multiple targets [Bla86]. It is as-

sumed that the number of targets in the scan volume is known beforehand and it does not

change over time (track initiation is not supported).
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Figure 3.2: Comparison of greedy nearest neighbor association (left) and global minimization

of distances using the GNNT approach (right).

GNNT fulfills the single source assumption. Thus, each measurement is allowed to be

associated at most with one track. It is not clear which measurement should be associ-

ated best to which track in order to minimize the global overall distance. Any greedy

approach that just assigns the closest measurement to each track might fail as exemplar-

ily shown in figure 3.2. In order to minimize the global distance for all measurements, an

assignment problem needs to be solved in each scan. To reduce the amount of measure-

ments which have to be considered, GNNT also makes use of the aforementioned gating

technique. Thus, only measurements falling into any gate are considered [KUS03].

3.3.2 Joint Probabilistic Data Association Filter

The Joint Probabilistic Data Association Filter (JPDAF) [FBSS83] is an extension of the

original Probabilistic Data Association Filter (PDAF) [BSJ72], described in section 2.4,

to the multiple target case. It can deal better with multiple targets in clutter and dense

target scenarios than GNNT because it does not perform hard data associations [BSF87].

The algorithm requires that the number of targets to track is known beforehand and that

it is constant (track initiation is not supported). The JPDAF fulfills the single source

assumption.

The JPDAF calculates measurement-to-track association probabilities jointly across the

tracks existing in the current time-step. Then each track is updated with a weighted

innovation consisting of fractions of all measurements. The higher the association prob-

ability between a measurement and a track in question is, the bigger is the fraction of this

particular measurement on the innovation for that track.
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z1(1) z1(2) z1(3)

z1(4)

z2(4)

z1(1)

z1(2)

z1(3)

z1(4)z2(4)

Track Tree

⇒

Figure 3.3: In time-step 4 two measurements z1(4) and z2(4) fall into the gate of the track.

Accordingly, the TSF adds two branches to the track tree: one representing the

assignment of z1(4) to the track and the other one the assignment of z2(4) [Cox93].

3.3.3 Track Splitting Filter

Static tracking algorithms like GNNT or the JPDAF perform data associations in a way

that the decision at a time-step k is made by only considering measurements known up

to that time-step. When applying such data association schemes each measurement-to-

track-association is irrevocable once made. The result is that tracking algorithms using

static data association schemes do not perform particularly well under high clutter or in

dense target environments. This issue motivated the development of schemes like the

Track Splitting Filter (TSF) [SB75] which is capable of reverting prior data association

decisions that later turn out to be incorrect.

The TSF forms a tree of measurement-to-track associations which is called a track tree.

In such a track tree each branch from the root to a leaf represents one track hypothesis.

Whenever there is more than one measurement falling into the gate of a track, for each of

these measurements a branch in the respective track tree is created. It is important to note

that no final assignment decision is made at this stage of the algorithm. It is implicitly

assumed that decision ambiguities at time-step k are resolved by future scans. In every

time-step the most likely tracks are determined by calculating the probability for every

track hypothesis and taking the most likely one from each track tree. In figure 3.3 the

principles of track trees are illustrated.
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Obviously, track trees can become quickly very large if there are many measurements

falling into the same gating regions. Hence, it is crucial for the practicability of this ap-

proach to delete unlikely branches from the track trees. Unlikely branches are identified

by their track probabilities.

One big drawback of the TSF is that it does not fulfill the single source assumption

for measurements. Therefore, it can happen that the same measurement is assigned to

two different tracks (track trees) [Cox93].

3.3.4 Multiple Hypothesis Tracking

One very successful approach for tackling the multiple target data association problem is

known as Multiple Hypothesis Tracking (MHT) [Rei79]. Similar to the TSF, MHT con-

stitutes a deferred decision logic which is capable of postponing difficult measurement-

to-track association decisions to a future point in time when more information is received.

Nowadays, scientists agree that MHT is the preferred method for tackling the problem

of tracking multiple targets in cluttered and dense environments [DN06, Bla04].

The basic idea of MHT is to tolerate ambiguities arising during the data association

process by maintaining multiple data association hypotheses. As a new set of measure-

ments arrives MHT forms and evaluates all possible track-to-measurement associations,

the so called hypotheses. All previously formed hypotheses are kept among multiple

scans. This enables the algorithm to use later arriving measurements to aid in solving

ambiguities of prior track-to-measurement associations.

However, storing multiple hypotheses at the same time comes at the price of increased

memory requirements and computational costs. Maintaining a large number of hypo-

theses, while keeping runtime costs low, is an essential requirement of any practical

MHT implementation. The inherent exponential complexity of Reid’s original MHT for-

mulation let to a number of optimization techniques, ranging from pruning strategies to

reformulations of the algorithm [Rei79, Bla04].

In the next chapter the original MHT algorithm of Reid is discussed first and afterwards,

some important optimization techniques are presented.
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4.1 Introduction

Track initiation, track termination and a deferred decision logic are important features of

modern tracking systems. After all, it is rarely the case that all targets are known a priori

and that they are present during the whole tracking process. Crucial for the application

of the tracking algorithm in high clutter and high target density scenarios is its ability to

revert faulty associations in the future as new information is received.

One approach that naturally supports these three important features is the Multiple Hypo-

thesis Tracking (MHT) algorithm. It was already briefly described in section 3.3.4. The

MHT algorithm was first described by Reid in his seminal paper from 1979 [Rei79]. The

fundamental idea of MHT is to delay difficult data association decisions until more in-

formation is received. This requires maintaining a set of different association hypotheses

in a ranked fashion in order to determine the most likely hypothesis within each scan.

The inherent problem of MHT is that the number of hypotheses grows exponentially,

which means a combinatorial explosion quickly exhausting memory and computation

capabilities of every computer. Thus, an important component of every MHT system are

techniques for keeping the number of hypotheses maintainable [Bla04].

In this chapter Reid’s original formulation of the MHT algorithm (henceforth called con-

ceptional MHT) with its fundamental hypothesis probability evaluation equation is first

presented. Afterwards, different techniques for solving practical algorithm issues are

discussed, including the fundamental reformulation optimization of Cox and Hingorani

[CH96]. This reformulation makes the MHT approach, for the first time, applicable on

arbitrary tracking scenarios.
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4.2 Previous Work

The MHT algorithm dates back to Morefield’s MTT batch-processing approach (1977)

[Mor77]. Morefield’s algorithm is based on a 0–1 integer linear programming1 prob-

lem. He formulated the MTT problem as a pattern recognition problem that classifies

measurements based on Bayesian decision theory. This effectively associates the meas-

urements in such a way to different tracks that they fit best a given trajectory model.

Reid (1979) took over Morefield’s original ideas but fundamentally changed the structure

of the algorithm to make it sequentially applicable [Rei79]. Reid’s algorithm maintains

multiple different association hypotheses while processing the set of measurements of

each new scan. By applying different pruning strategies only a fixed number of the most

likely hypotheses is kept. This yields a good approximation of the NP-hard multi-scan

data association problem of Morefield. Reid’s method is much better suited for real-time

applications because the hypothesis set can be updated iteratively from scan-to-scan. Un-

fortunately, as the enumeration of all association hypotheses in each scan is required, the

complexity of the approach grows exponential in computation time and memory. This

makes the algorithm unfeasible in scenarios containing a big number of tracks and meas-

urements [CM95].

Nagarajan et al. (1987) presented an algorithm in which the n-best hypotheses are

found through an “easy search process”, instead of an “extensive enumeration” [NCS87a,

NCS87b]. However, the authors do not give any theoretical proof of their technique.

Even though there is strong evidence given that their technique leads generally to a huge

reduction in computation time, it could be shown that the worst-case is still of exponen-

tial complexity [CM95].

Brogan (1989) provided an algorithm which determines a ranked set of n assignment

hypotheses [Bro89]. It avoids as well an exhaustive hypotheses enumeration. However,

it is not guaranteed that this set really contains the n-best assignments. Thus, it might

1Integer linear programming (programming ∧= optimization) is a field of applied mathematics which
belongs to the domain of linear optimization. Like linear optimization it is about finding a way to obtain
the best possible output in a given mathematical model, the so called objective function, described as
a list of linear relationships. However, all linear equations may only contain integer coefficients or for
0–1 integer linear programming only 0 or 1.
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happen that some good association hypotheses are missed. Still, there is a condition

given of how to determine n so that, at least, the first m ≤ n assignment hypotheses

are optimal. Unfortunately, again no theoretical analysis of the runtime complexity is

provided in the literature [CM95].

Danchick and Newnam (1993) presented for the first time an algorithm for determin-

ing exactly the n-best hypotheses without requiring an exhaustive enumeration [DN93].

They recognized first that it is possible to determine the best data association hypotheses

by reformulating Reid’s original enumeration procedure as a classical linear assignment

problem (LAP). They showed how modifications to the cost matrix and the repeated ap-

plication of a LAP solver, like the Hungarian method, leads to the n-best assignment

hypotheses. Nevertheless, their approach has two major disadvantages. Primarily, in the

worst-case n! LAPs have to be solved (even though the average case is expected to be

better). Second, after each iteration duplicate assignments have to be identified and re-

moved.

Cox and Miller (1995) found a better solution to identify the exact n-best hypotheses

[CM95]. They exploited Murty’s algorithm from the field of operations research2 to

determine the ranked set of best association hypotheses [Mur68]. The major advantage

of Danchick and Newnam’s approach is that the number of LAPs to be solved is linear

in n instead of n!. Furthermore, no duplicate LAPs are solved and thus the removal of

duplicate hypotheses is not needed. A mathematically well-founded derivation of this

technique can be found in [DN06].

Murty’s algorithm (1968) for determining the n-best data association hypotheses is based

on an algorithm for solving LAPs (e. g. the Hungarian method [Kuh55] or the Munkres

algorithm [Mun57]). Jonker and Volgenant (1987) created an optimized algorithm for

solving square LAPs [JV87]. The algorithm outperforms classical methods for dense

LAPs easily [PPBS99]. Bijsterbosch and Volgenant further improved this algorithm and

extended it to the rectangular case [BV10]. Today, it is the most widely used algorithm

for solving the data association problem in MTT. Miller et al. (1997) proposed differ-

ent optimizations to Murty’s algorithm in conjunction with Jonker and Volgenant’s LAP

solver in the context of MTT which improved the performance considerably [MS+97].

2Operations research is an interdisciplinary, mathematical science focusing on the effective use of tech-
nology by organizations. Techniques from different mathematical science, including optimization are
employed.
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4.3 Conceptional Multiple Hypothesis Tracking

In this section Reid’s original MHT algorithm is presented. First, elementary principles

of his approach are introduced. Afterwards, the hypothesis generation algorithm is

presented. Finally, an equation to calculate the likelihood of a hypothesis is derived.

The equation constitutes the main achievement of this section taking into account its

importance for the selection of the most likely n hypotheses within each time-step.

4.3.1 Algorithm Overview

Before a formalized formulation of the MHT algorithm is provided, a more intuitive de-

scription based on an example is given.

In figure 4.1 an ambiguous and thus, non-trivial data association situation is depicted.

The validation regions of the two tracks overlap. The two measurements M2 and M3

T1
T2

M1

M2

M3

Figure 4.1: An example for a data association conflict [Bla04]

gate with both of them, whereas measurement M1 only gates with the first track. It is

assumed that these two tracks T1 and T2 are represented by a hypothesis H at time-step

k − 1, prior to the arrival of the new measurements M1, M2 and M3 in time-step k.

For example a likely hypothesis would be that the measurement M2 belongs to the track

T1, the measurement M3 to the track T2 and that the last measurement M1 is the start of

a new track T3. Another unlikely hypothesis would be that all three new measurements

originate from clutter and thus they are classified as false alarms; neither updating track

T1 and T2 nor initiating any new track. Even for simple tracking problems, as the one

of the example, the number of feasible hypotheses is large. In table 4.1 exemplarily five
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Number Hypothesis

1 M1 → T1, M2 → T2, M3 → NT

2 M1 → T1, M2 → T2, M3 → FT

3 M1 → T1, M2 → T3, M2 → NT

4 M1 → T1, M2 → T3, M2 → FT

5 M1 → NT , M2 → T1, M3 → T2

...
...

Table 4.1: Five feasible posterior data association hypotheses for H , where NT means a new

target and FT means a false alarm [Bla04].

feasible posterior data association hypotheses for H are listed.

The MHT algorithm generates all feasible data association hypotheses for arbitrary track-

ing scenarios in a systematic fashion. In figure 4.2 the basic structure of the MHT al-

gorithm is depicted.

Each iteration at a time-step k begins with the set of old hypotheses from the previous

iteration at time-step k − 1. Each of these old hypotheses becomes a parent hypothesis

for the current time-step k as new hypotheses are formed. The MHT algorithm fulfills

the single source assumption (see section 3.2). Hence, a hypothesis provides an inter-

pretation of all previously received measurements as a set of disjoint tracks. Before the

actual data association takes place, the Kalman filter associated with each track is pre-

dicted. This results in the estimation of the track states for the upcoming time-step. Next,

the newly arrived measurements are matched with the track state predictions using the

Mahalanobis distance. The matching process knows three different possible outcomes

for each measurement association. Every measurement can be:

1. the continuation of a previously known track,

2. the start of a new track,

3. a false alarm due to clutter, or other sensor inabilities.

The MHT algorithm enumerates all possible data association hypotheses effectively gen-

erating a tree. That tree encodes all association hypotheses as branches from the root to

one of its leaves. The tree depth increases with every processed measurement. For each

hypothesis a likelihood for assigning the respective measurement is calculated. The prob-

ability stands for the likelihood of a hypothesis and is required to rank the hypotheses
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Hypotheses at time k − 1: Ω−1 Delay Hypotheses at time k: Ωk

Predict track states for all Ωk−1
i

Manage hypotheses

Generate hypotheses

Data Association

Extract measurements

Raw sensor data

New measurements Z(k)

Figure 4.2: Fundamental structure of the MHT algorithm [CH96]

from the most likely to the most unlikely. Finally, the hypothesis tree is pruned and

unlikely hypotheses are removed to keep the size of the tree in check.

4.3.2 Hypothesis Generation

The MHT algorithm generates sets of new hypotheses in an iterative manner on the

basis of the set of hypotheses from the previous scan. As already mentioned, the MHT

algorithm fulfills the single source assumption. Therefore, the hypotheses generation

method has to control that no two measurements of the same scan are associated with the

same target. Thus, no two tracks of the same hypothesis have a measurement in common.

They are all mutually compatible.

Measurements originating from a sensor are modeled as DM -dimensional vectors z ∈
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RDM . The states maintained by the Kalman filter are modeled as DS-dimensional vec-

tors x ∈ RDS . The set of Mk measurements delivered in scan k is denoted by

Z(k) := {zi(k), i = 1, . . . ,Mk} ⊂ RDM . (4.1)

The set of all scans up to time-step k is denoted by

Zk :=
k⋃
i=1

Z(i). (4.2)

The set of all Hk hypotheses at the time of scan k, associating the set of measurements

Zk up to scan k with tracks or clutter, is denoted by

Ωk := {Ωk
i , i = 1, . . . ,Hk}. (4.3)

An association hypothesis Ωk
i is a 5-tuple consisting of a set of tracks describing the

measurement-to-track associations, the number of tracks in this hypothesis NTGT , the

number of measurements in the actual scan associated with previously existing tracks

NDT , the number of measurements in the actual scan that initiated new targets NNT and

the number of measurements in the actual scan classified as false alarmsNFT . Their sum

is equal to the number of measurements Mk = NDT + NFT + NNT . The meaning of

these counts is illustrated in figure 4.3.

When in scan k + 1 a new set of measurements Z(k + 1) is received, a new set of

hypotheses Ωk+1 is formed iteratively as follows.

Let Ω̂m denote the set of hypotheses after the mth measurement zm(k + 1) of the actual

scan is processed. The process starts by initializing Ω̂0 = Ωk. Then a new set of hy-

potheses Ω̂m for each prior hypothesis Ω̂m−1
i and each new measurement zm(k + 1) is

formed. Each hypothesis in this new set is the joint hypothesis which claims that Ω̂m−1
i

is true and that the measurement zm(k + 1) is either a false alarm, the beginning of a

new target or the continuation of one of the prior targets. This procedure is repeated for

every measurement until the set of hypotheses Ωk+1 = Ω̂Mk is formed. The hypothesis

generation process is outlined in pseudo-code in algorithm 4.1.

The iterative hypothesis generation method is well suited to be be implemented with the

use of a tree data-structure. In such a tree each branch from the root to one of its leaves

represents a different data association hypothesis. Each node describes the assignment

of one measurement to an existing track, a false target or a new target. In figure 4.4
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Continued track

Continued track

New track

False measurement

Ωk−1
m(0)

Ωk
0

z4(k)

z3(k)

z2(k)

z1(k)

Figure 4.3: The initial hypothesis Ωk−1
m(0) contains NTGT = 2 tracks, each of them consisting of

3 measurements. In time-step k a new scanZ(k) = {z1(k),z2(k),z3(k),z4(k)}with

Mk = 4 measurements arrives. A new hypothesis Ωk
0 is formed which associates

NDT = 2 out of 4 measurements to the 2 existing tracks. NNT = 1 measurement

initiates a new track and NFT = 1 measurement is classified as false alarm.

Algorithm 4.1 Reid’s hypothesis generation method

Input: Set of hypotheses Ωk and set of measurements Z(k + 1)

Output: Set of hypotheses Ωk+1

1: Ω̂0 = Ωk

2: for zm(k) ∈ Z(k + 1) with m = 1, . . . ,Mk do
3: Ω̂m = ∅
4: for Ω̂m−1

i ∈ Ω̂m−1 do
5: Ω̂m = Ω̂m ∪ {Ω̂m−1

i + zm(k) as false target}
6: Ω̂m = Ω̂m ∪ {Ω̂m−1

i + zm(k) as new target}
7: for tracks t ∈ Ω̂m−1

i do
8: if zm(k) gates with track t and t has not been continued yet then
9: Ω̂m = Ω̂m ∪ {Ω̂m−1

i + zm(k) continuing track t}
10: end if
11: end for
12: end for
13: end for
14: return Ωk+1 = Ω̂Mk
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a tracking scenario and its corresponding hypothesis tree is depicted. This approach is

known as hypothesis-oriented MHT.

4.3.3 Probability of a Hypothesis

Rating and ranking hypotheses is a crucial aspect of the MHT algorithm because it is

required to differentiate likely and unlikely hypotheses. In the following paragraphs the

MHT hypothesis rating equation is derived. It gives the probability of a hypothesis Ωk
i ,

given the cumulative set of measurements Zk originating from a type 1 sensor:

P k
i := P (Ωk

i

∣∣Zk)

A type 1 sensor is a sensor that is capable of providing information about the number of

targets in the area of coverage of the sensor. Such a sensor generates in each scan a set

of zero or more measurements. A primary radar3 is a good example for such a sensor.

In contrast, a type 2 sensor does not provide any information about the number of targets

present in the area of coverage of the sensor. A secondary radar4 is an example for a

type 2 sensor. Due to its dependence on the transponder, it is impossible to imply the

number of targets within the area of coverage of the sensor because the radar would not

detect the target unless its transponder is switched on [Mei08].

For a type 1 sensor all measurements of a scan are regarded and processed at the same

time, whereas for a type 2 sensor one measurement is processed at a time [Rei79]. The

hypothesis rating equation, derived below, is for a type 1 sensor because this sort of

sensor is used in person tracking systems.

Given the cumulative set of measurements up to scan k, the probability of a new hy-

pothesis Ωk
i is composed of the new set of assignments ωi(k) and the parent hypothesis

Ωk−1
m(i) which contains the assignments of measurements up to and including scan k − 1.

The function m(i) gives the index of the parent hypothesis of a hypothesis Ωk
i from the

3Primary radar systems retrieve information about objects within its area of coverage only by detecting
radio signals passively reflected by these objects.

4Secondary radar systems, in contrast to primary radar systems, entirely rely on a transponder contained
in any object that is supposed to be monitored. These transponders are responsible for sending radio
signals that can be detected by secondary radar systems.

David Geier 31



CHAPTER 4. MULTIPLE HYPOTHESIS TRACKING Master Thesis

Tracking scenario:
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Figure 4.4: An exemplary hypothesis tree for the tracking scenario depicted on the left. Each

branch from the root node to one of the leaf nodes represents a different association

hypothesis [Rei79].
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last scan. Therefore, the new hypothesis is the union of the old and current set of assign-

ments. This is formally written as:

Ωk
i =

{
Ωk−1
m(i),ωi(k)

}
.

The probability P k
i of a hypothesis Ωk

i can now be obtained in a recursive manner by

using previously known information and new one. By applying first the definition of

conditional probabilities5 and second the chain rule for conditional probabilities6, an

equation for calculating the probability of a hypothesis P (Ωk
i |Zk) can be derived:

P k
i = P

(
Ωk
i |Zk

)
= P

(
Ωk−1
m(i),ωi(k)

∣∣∣Zk−1,Z(k)
)

= P
(

Ωk−1
m(i),ωi(k),Zk−1,Z(k)

)
· 1

P (Zk−1,Z(k))

=
P
(
Z(k)

∣∣∣Ωk−1
m(i),ωi(k),Zk−1

)
P
(
ωi(k)

∣∣∣Ωk−1
m(i),Z

k−1
)
P
(

Ωk−1
m(i)

∣∣∣Zk−1
)
P
(
Zk−1

)
P (Zk−1,Z(k))

=

evidence︷︸︸︷
1

c

likelihood︷ ︸︸ ︷
P
(
Z(k)

∣∣∣Ωk−1
m(i),ωi(k),Zk−1

)
︸ ︷︷ ︸

(1)

P
(
ωi(k)

∣∣∣Ωk−1
m(i),Z

k−1
)

︸ ︷︷ ︸
(2)

prior︷ ︸︸ ︷
P
(

Ωk−1
m(i)

∣∣∣Zk−1
)

︸ ︷︷ ︸
(3)

(4.4)

By applying the definition of conditional probabilities, the normalizing constant c =
P (Zk−1,Z(k))
P (Zk−1)

= P (Zk|Zk−1) is obtained. It specifies the probability of the occurrence of

all measurements up to scan k. The constant never has to be calculated explicitly be-

cause it is independent of any hypothesis probability and hence, it is constant among all

hypotheses of one iteration.

In order to arrive at a closed equation for the probability P k
i of a hypothesis Ωk

i , the

three factors of the righthand side of equation (4.4) have to be derived.

Deriving factor (3) of that equation is trivial as it is just the probability of the parent

hypothesis Ωk−1
m(i). It is available from the previous iteration. The remaining two terms

(1) and (2) describe the likelihood of the new assignment and they are more difficult to

evaluate.

5The definition of conditional probabilities is P (x|y) = P (x,y)
P (y) .

6The chain rule for conditional probabilities is P (x1, . . . ,xn) = P (x1|x2, . . . ,xn) · . . . · P (xn−1|xn) ·
P (xn).
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Factor (1) of equation (4.4) represents the likelihood of the measurements Z(k) of the

current scan, given the new association hypothesis Ωk
i = {Ωk−1

m(i),ωi(k)} which combines

the old and new data associations. It can be obtained as

P
(
Z(k)

∣∣∣Ωk−1
m(i),ωi(k),Zk−1

)
=

Mk∏
i=1

a(zi(k)), (4.5)

where a : RDm → R+
0 is defined as

a(z) =


1
V
, if z is a false alarm or a new target

fN(Hxkj ,Sk
j )(z), if z continues a track j confirmed by Ωk−1

m(i).
(4.6)

Here, V ∈ R+ is the scan volume covered by the sensor, xkj is the predicted state of

the j th track of hypothesis Ωk−1
m(i) and Skj is the corresponding innovation covariance mat-

rix. The spatial distribution of false alarms is assumed to be uniform within the area V

covered by the sensor. The number of false alarms per time-step is modeled by a Poisson

distribution [Rei79].

Factor (2) of equation (4.4) constitutes the probability of the new association hypothesis

given its parent hypothesis. Its probability is composed of the probability for the counts

NDT , NFT and NNT given Ωk−1
m(i), the probability of a specific configuration given the

counts NDT , NFT and NNT and lastly the probability of an assignment for a given con-

figuration. In that context a configuration is the classification of all Mk measurements of

the current scan into measurements assigned to previously known tracks, false alarms or

new tracks. An assignment is then a concrete allocation of tracks to those measurements

that were assigned to some previously known tracks. Formally, this can be stated as:

P
(
ωi(k)

∣∣∣Ωk−1
m(i),Z

k−1
)

=P
(
NDT ,NFT ,NNT

∣∣∣Ωk−1
m(i)

)
·

P (configuration|NDT ,NFT ,NNT )·

P (assignment|configuration). (4.7)

Now, the three factors of equation (4.7) are derived. It is assumed that the number of

previously known tracks that were detected in the current scan NDT , follows a binomial

distribution B(n,p). The number of new targets NNT and false targets NFT follow a

Poisson distribution P(λ). For more details about these distributions refer to section A.1.
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With these assumptions the probability of the first factor of equation (4.7) can be written

as:

P
(
NDT ,NFT ,NNT

∣∣∣Ωk−1
m(i)

)
= fB(NTGT ,PD)(NDT )fF(βFTV )(NFT )fF(βNTV )(NNT ).

(4.8)

Now, the probability of the second factor of equation (4.7) is derived. In this one and in

a great number of the following derivations the binomial coefficient7
(
n
k

)
is used to count

the number of possible combinations. The total number of different ways to assign NDT

out of Mk measurements to prior targets, NFT out of Mk measurements to false targets

and NNT out of Mk measurements to new targets is given by the following expression:(
Mk

NDT

)
︸ ︷︷ ︸

to prior targets

·
(
Mk −NDT

NFT

)
︸ ︷︷ ︸

to false targets

·
(
Mk −NDT −NFT

NNT

)
︸ ︷︷ ︸

to new targets

.

Hence, the probability of a configuration given the counts NDT , NFT and NNT is:

P (configuration|NDT ,NFT ,NNT ) =
1(

Mk

NDT

)(
Mk−NDT

NFT

)(
Mk−NDT−NFT

NNT

) . (4.9)

Finally, the last factor of equation (4.7), namely the number of possible combinations for

assigning the NDT measurements to the NTGT prior targets has to be derived. NFT and

NNT do not have to be considered because the number of possible assignments for both

equals 1.
NTGT !

(NTGT −NDT )!

Therefore, the probability for an assignment given a certain configuration is:

P (assignment|configuration) =
1

NTGT !
(NTGT−NDT )!

=
(NTGT −NDT )!

NTGT !
. (4.10)

By substituting equations (4.8), (4.9) and (4.10) into equation (4.7) and simplifying the

resulting expression, the final equation for the probability of the new association hypo-

thesis Ωk
i is obtained.

P
(
ωi(k)

∣∣∣Ωk−1
m(i),Z

k−1
)

=fB(NTGT ,PD)(NDT )fF(βFTV )(NFT )fF(βNTV )(NNT )·

7The binomial coefficient
(
n
k

)
= n!

k!(n−k)! answers an important question of combinatorics. It gives the
number of ways k items can be chosen out of n items, disregarding their order. To put it more formally,
the binomial coefficient gives the number of k-element subsets of a set with n elements.
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1(
Mk

NDT

)(
Mk−NDT

NFT

)(
Mk−NDT−NFT

NNT

) · (NTGT −NDT )!

NTGT !

=

(
NTGT

NDT

)
PD

NDT (1− PD)NTGT−NDT fF(βFTV )(NFT )fF(βNTV )(NNT )·

1

Mk!
NDT !((((

(
(Mk−NDT )!

((((
(

(Mk−NDT )!

NFT !((((
(((((Mk−NTD−NFT )!

((((
(((((Mk−NDT−NFT )!

NNT !(Mk−NDT−NFT−NNT )!

· (NTGT −NDT )!

NTGT !

=
��

��NTGT !

���NDT !((((
(((

((
(NTGT −NDT )!

PD
NDT (1− PD)NTGT−NDT fF(βFTV )(NFT )fF(βNTV )(NNT )·

���NDT !

Mk!
NFT !NNT ! (Mk −NDT −NFT −NNT )!︸ ︷︷ ︸

=1

((((
((((

(
(NTGT −NDT )!

���
�NTGT !

=
NFT !NNT !

Mk!
PD

NDT (1− PD)NTGT−NDT fF(βFTV )(NFT )fF(βNTV )(NNT ).

Substituting this result together with equation (4.5) into equation (4.4) the formula for

determining the probability of a hypothesis can be finally obtained:

P k
i =

1

c

NFT !NNT !

Mk!
PD

NDT (1− PD)NTGT−NDT fF(βFTV )(NFT )fF(βNTV )(NNT )

·

(
NDT∏
i=1

fN(Hxkj ,Sk
j )(zi(k))

)
1

V NFT +NNT
P k−1
m(i)

=
1

c

���NFT !���NNT !

Mk!
PD

NDT (1− PD)NTGT−NDT
(βFT��V )�

��NFT

NFT !
e−βFTV

(βNT��V )�
��NNT

NNT !
e−βNTV

·

(
NDT∏
i=1

fN(Hxkj ,Sk
j )(zi(k))

)
1

(((
(((V NFT +NNT

P k−1
m(i)

=
1

c

e−βFTV e−βNTV

Mk!︸ ︷︷ ︸
=: 1

c′

PD
NDT (1− PD)NTGT−NDTβNFT

FT βNNT
NT

·

(
NDT∏
i=1

fN(Hxkj ,Sk
j )(zi(k))

)
P k−1
m(i)

=
1

c′
PD

NDT (1− PD)NTGT−NDTβNFT
FT βNNT

NT

(
NDT∏
i=1

fN(Hxkj ,Sk
j )(zi(k))

)
P k−1
m(i). (4.11)

The dependence on V got eliminated by the substitution by the Poisson distribution. The

constant c was condensed into the constant c′ = cMk!/(e
−βFTV e−βNTV ).

Equation (4.11) is the mathematical key result of Reid’s paper. Thanks to its depend-

ence on the probability of the previous time-step, the equation can be applied iteratively
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to calculate the probability of each data association hypothesis.

Although the formula (4.11) is complex its application in practice is not too hard. The

required steps are to multiply first all prior hypothesis probabilities by (1 − PD)NTGT .

Then, as a branch is created for each measurement and its hypothesized origin, the like-

lihood of that branch is determined by either multiplying the prior probability by βFT in

case of a false alarm, βNT in case of a new target or PDfN(Hxkj ,Sk
j )(zi(k))/(1 − PD) in

case of a track continuation.

4.3.4 Practical Issues

MHT constitutes a difficult algorithmic problem. The major issue of the MHT algorithm

is that its memory and processing requirements are ever-expanding as more measure-

ments are processed because more and more hypotheses have to be maintained. As

showed in previous examples, the MHT algorithm is of exponential character. Natural

limitations in memory and processing power make any direct implementation of the al-

gorithm impossible. In the following strategies which overcome practical issues of the

MHT algorithm are devised.

4.3.4.1 Hypothesis Pruning

In general, the number of generated and maintained hypotheses has to be kept in check

in order to not exceed processing power and memory. This can be achieved by keep-

ing only some hypotheses and pruning the rest. In principle, pruning means discarding

certain hypotheses on the basis of some criteria. Pruning is a simple but yet effective

optimization. In this section a few pruning strategies are presented.

Count-based Pruning An often applied pruning strategy is to keep only the n-best

(most likely) hypotheses and to discard the rest. For doing so after each update the

set of hypotheses Ωk is sorted by hypothesis probability P k
i and then all hypotheses

Ωk
i with i ≤ n are deleted.

The advantage of that strategy is its simplicity. Its disadvantage is that eventually

hypotheses are pruned because they are not within the n-best hypotheses, even

though their probability is high and it might be worth considering them in follow-
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ing scans when more information is available. This particular drawback is solved

by probability-based pruning.

Probability-based Pruning In probability-based pruning only hypotheses Ωk
i ∈ Ωk

with a probability P k
i bigger than a certain threshold Pmin ∈ [0,1) are kept. Thus,

all hypotheses with P k
i < Pmin are discarded and all remaining hypotheses are

kept.

The advantage of this pruning strategy is that probable hypotheses are not dis-

carded. Its disadvantage is that the number of hypotheses can vary considerably

which affects the time required to process a scan.

n-scan-back Pruning This pruning strategy is based on the assumption that ambigu-

ities during the data association process can only be resolved within the next n

time-steps. Therefore, at time-step k + n a final association decision has to be

made and just one node is kept. All the other child nodes of the node at time-step

k are discarded. The pruning decision is made on the basis of the probability ob-

tained by summing up the hypothesis probabilities of all leaves associated with a

node. The tree branch containing the leaf nodes with the maximum probability is

kept because it indicates the most probable branch. In figure 4.5 an example of

n-scan-back pruning with n = 2 is given [Can08].

Hypothesis Merging It might happen that several hypotheses with different histories

result in very similar track estimates. Such hypotheses should be merged because

they represent almost the same measurement hypothesizing but take up space for

other likely hypotheses.

Two hypotheses can be merged if they both contain the same number of tracks and

the contained tracks are similar. The similarity of two tracks can be determined

e. g. on the basis of the distance of their state predictions dsp ∈ R+
0 and on the

distances of the eigen values dλi ∈ R+
0 of their associated covariance matrices. If

these distances are smaller than the thresholds εsp, ελ ∈ R+
0 , both hypotheses are

merged into a single one. The probability of the new hypothesis is set to the sum

of the probabilities of the merged hypotheses. The state prediction and covariance

matrix of the new hypothesis are set to the average of the state predictions and

covariance matrices of the merged hypotheses.

In order to merge a set of many similar hypotheses two of them are iteratively
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k − 2

k − 1

k

k + 1

k + 2

 

0.02 0.01︸ ︷︷ ︸
=0.03

0.09 0.15︸ ︷︷ ︸
=0.25

0.3 0.4︸ ︷︷ ︸
=0.7

0.3 0.4︸ ︷︷ ︸
=0.7

Figure 4.5: An example of the n-scan-back pruning strategy. The lefthand side shows a hypo-

thesis tree prior to pruning. The righthand side shows the same hypothesis tree after

n-scan-back pruning was applied [Can08].

chosen, removed from the set and merged into a new hypothesis which is put back

into the set. This procedure is repeated until only one hypothesis is left in the set.

4.3.4.2 Clustering

Spatially separated tracks that share no common measurements in their associated gates

for some time-steps or even for their whole life time often emerge when tracking mul-

tiple targets. As tracking performance mainly depends on the number of tracks present

within each hypothesis, a division of these tracks into multiple independent local hypo-

theses, so called clusters, that do not interact with each other can be of a great value.

This allows solving a number of small tracking problems instead of a big one, which

reduces the amount of required memory and computation time significantly. Moreover,

this partitioning scheme is especially nowadays beneficial because all computations on

individual clusters can be performed in parallel without any synchronization primitives

thanks to the independence of the clusters. This allows the efficient utilization of modern

multi-core CPUs.

Tracks of the same cluster share common measurements, whereas tracks of different
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cluster do not. A cluster is completely defined by the set of tracks and measurements it

contains, as well as by the set of hypotheses. The three operations required for cluster

management are outlined in the following [dW01, Kur90, Bla04, Rei79]:

Cluster Formation A new measurement is associated with a cluster if it falls within

the gating region of any track contained in that cluster. If a measurement cannot

be associated with any existing cluster, a new cluster containing this measurement

is formed.

Cluster Combining If a new measurement gates with tracks of two or more different

clusters, these clusters are combined into one super cluster. The set of hypotheses

of the super cluster is formed by building every possible joint hypothesis of the

hypotheses of the clusters to be combined. The joint hypothesis probabilities are

calculated by multiplying the probabilities of the combined hypotheses. This pro-

cess is illustrated in figure 4.6. In practice the hypothesis set of the super cluster

has to be pruned. In fact, it can be iteratively pruned after each combination of two

clusters. By doing so the total number of hypotheses that have to be generated for

the super cluster is significantly reduced.

H1

H2

H3

H4

H5

H6 = H1 ∪H3, P (H6) = P (H1)P (H3)

H7 = H1 ∪H4, P (H7) = P (H1)P (H4)

H8 = H1 ∪H5, P (H8) = P (H1)P (H5)

H9 = H2 ∪H3, P (H9) = P (H2)P (H3)

H10 = H2 ∪H4, P (H10) = P (H2)P (H4)

H11 = H2 ∪H5, P (H11) = P (H2)P (H5)

 
Cluster 1

Cluster 2
Super cluster

Figure 4.6: An example for the combination of two previously independent clusters.

Cluster Splitting Clusters can be reduced in the number of targets through the process

of cluster splitting. A track can be removed from a cluster and put into its own

cluster, if there is a measurement in a scan which gates only with that particular

track and with no other track of any other cluster.
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4.3.4.3 Direct Hypothesis Generation

Although all previously mentioned optimizations are employed, there remains the in-

herent exponential phase of hypothesis generation before any hypothesis reduction tech-

nique can be applied. In order to overcome this problem the conceptional MHT algorithm

is reformulated so that the best hypotheses can be directly determined instead of exhaust-

ively enumerating all of them. This optimization is presented in the next chapter.

4.4 n-best Multiple Hypothesis Tracking

4.4.1 Introduction

As mentioned in section 4.3.4.3 Reid’s MHT algorithm is inherently exponential in the

number of hypotheses which have to be identified and evaluated, even if all previously

presented optimization techniques are applied. The reason for this is that during the

generation of hypotheses, one with a higher probability than any previously enumerated

might appear at any point in time. Today’s computers are not powerful enough to ex-

haustively identify all possible hypotheses, especially in high spatial density and high

clutter environments. This makes the original MHT formulation of Reid not applicable

on most practical tracking scenarios.

To overcome this problem the direct computation of only the n-best hypotheses is per-

formed nowadays, instead of identifying all possible hypotheses. Danchick and Newnam

(2006) describe how to exploit Murty’s algorithm from the field of operations research

to directly solve for the n-best hypotheses [DN06]. Originally this idea dates back to the

work of Cox and Miller (1995) [CM95].

Directly solving for the n-best hypotheses is all but trivial. The problem is reduced

to a linear assignment problem (LAP) from the field of mathematical optimization. In

order to understand the n-best MHT approach it is necessary to introduce the LAP and

the Hungarian method as one algorithm for determining a solution. After that, Murty’s

algorithm to solve for an arbitrary number of ranked best solutions is presented. Finally,

it is shown how the conceptional MHT algorithm can be reformulated to directly solve

for the n-best hypotheses using Murty’s algorithm.
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4.4.2 The Linear Assignment Problem

To formally state the linear assignment problem (LAP) and to present an algorithm for

solving it, a few important definitions from the field of graph theory are required. For an

overview refer to section A.2.

4.4.2.1 Problem Definition

The classical LAP deals with the problem of how to assign n ∈ N workers to n jobs

in the best possible manner (e. g. the cheapest or the most efficient). An assignment

problem is completely specified by two components: the assignments representing the

combinatorial structure and a cost function giving the cost of an assignment. In the

traditional formulation the LAP is squared which means the number of workers is equal

to the number of jobs. In that case the number of feasible solutions is n! [Bc99, BDM09].

The LAP can be formulated as a weighted bipartite matching problem. Given a bipartite

graph G = (V = X ∪ Y,E) with an associated cost function w : E → R, a perfect

matching M? with minimum cost is to be found. That means that for all other match-

ings M ′ 6= M? of G it holds that w(M?) ≤ w(M ′). Then M? is called a min-weight

matching. The set of vertices X and Y describe the workers and jobs respectively and

the matching M? describes the assignment. In the following sections the terms matching

and assignment are used interchangeably. Without a loss of generality it can be assumed

that the graph G is complete. If G is not complete, edges with cost maxe∈E {w(e)} + 1

can be added without changing the resulting matching.

The LAP cannot only be described in terms of bipartite graphs. Another often seen

representation is a cost matrix C ∈ Rn×n, where each ci(x),i(y) is the cost for assigning

vertex x ∈ X to vertex y ∈ Y . An assignment can be represented either by a second mat-

rix A ∈ {0,1}n×n, where ai(x),i(y) = 1 if x ∈ X was assigned to y ∈ Y and 0 otherwise,

or by a set of matrix element indices α = {(i1,j1), . . . ,(in,jn)}, in which no two distinct

members have the same row or column index: (r,s),(t,u) ∈ α ⇒ r 6= t and s 6= u

[Bc98, DN06]. The index function i : V → {1, . . . ,n} maps vertices to matrix cells. In

figure 4.7 the two representations are depicted.
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c11

c12

c13

c21

c22

c23

c31

c32

c33

w1

w2

w3

j1

j2

j3

C =

 c11 c12 c13

c21 c22 c23

c31 c32 c33



Figure 4.7: A LAP of size 3 represented as a bipartite graph (left) and a cost matrix (right).

There exist many polynomial time algorithms of different complexity and speed to solve

the LAP. As a discussion of all of them would go beyond the scope of this thesis, only

the Hungarian method as the most well-known LAP solving algorithm is discussed as a

representative in the next section.

4.4.2.2 The Hungarian Method

The Hungarian method (also known as Kuhn-Munkres algorithm) is an algorithm for

solving weighted, linear assignment problems. It was first published by Kuhn (1955)

[Kuh55] who used ideas of the Hungarian mathematicians Dénes Kőnig and Jenő Eger-

váry. Munkres (1957) refined the algorithm and provided a complexity analysis [Mun57].

The Hungarian method described in the rest of this section calculates a max-weight

matching. However, it is easy to change the assignment costs slightly in order to obtain

a min-weight matching. All that has to be done is to apply the following transformation:

w(x,y)← max
(a,b)∈E

w(a,b)− w(x,y), ∀(x,y) ∈ E. (4.12)

In order to understand the Hungarian method an important theorem is derived first, on

which the rest of the algorithm is based. It provides the connection between equality

graphs and max-weight matchings. This theorem is important because it transforms the

optimization problem of finding a max-weight matching into the combinatorial problem

of finding a perfect matching. This is a classical technique applied to solve optimization

problems [Jun07].
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Theorem 1. If the equality graph Gl of a graph G = (V,E) has a perfect matching

M? ⊆ Gl, then M? is a max-weight matching.

Proof. It has to be shown that no other complete matching M ′ ⊆ G can have a weight

smaller than M?.

1. By definition, in a perfect matching each vertex is covered exactly once. Hence,

w(M?) =
∑

e∈M? w(e) =
∑

v∈V l(v), where l(v) denotes the vertex labeling of

the equality sub-graph Gl.

2. Any other matching M ′ in G satisfies w(M ′) =
∑

e∈M ′ w(e) ≤
∑

v∈V l(v).

3. Thus, w(M ′) ≤ w(M?)⇒M? must be a max-weight matching.

The Hungarian method starts with an arbitrary but feasible labeling l and an arbitrary

matching M of Gl. While M is not a perfect matching its size is increased with an

augmenting path. If no augmenting path exists, l is improved to l′ so that Gl ⊂ Gl′

[Jun07]. The details of all undertaken steps are given below:

1. Initialize a vertex labeling l according to equation (A.7) and determine the corres-

ponding equality sub-graph Gl.

2. Pick an arbitrary matching M in Gl.

3. If M is a perfect matching (theorem 1), also a max-weight matching was found

and the algorithm terminates (goto step 6). Otherwise, some unmatched vertex

x ∈ X exists still. Set S = {x} and T = ∅.

4. If Nl(S) = T , find αl = minx∈S, y/∈T{l(x) + l(y)−w(x,y)} and update the vertex

labeling in the following manner:

l′(v)←


l(v)− αl, v ∈ S

l(v) + αl, v ∈ T

l(v), otherwise

5. If Nl(S) 6= T , pick y ∈ Nl(S) \ T and perform the following case differentiation:
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• If y is free, the path between u and y is augmenting. Augment M and go to

step 2.

• If y is matched to z, update S ← S ∪{z} and T ← T ∪{y} and go to step 3.

6. Done.

The algorithm always terminates because in each step either the size of M or Gl is

increased. When the algorithm terminates, M will be a perfect matching as well as a

max-weight matching because of theorem 1. The Hungarian method solves the LAP in

O(|V |3) [BDM09].

4.4.2.3 The Rectangular Linear Assignment Problem

Assignment problems where the number of workers m is different from the number

of jobs n (but m ≤ n) are called rectangular linear assignment problems (RLAPs).

They constitute a generalization of the square case. For rectangular LAPs there exist∏m−1
i=0 (n− i) solutions.

A widely used approach to solve a RLAP is to extend it to a regular square LAP by

adding dummy vertices and edges to the graph. Nevertheless, this approach is strongly

unrecommended because the increased size of the LAP increases the associated compu-

tational costs required for solving it as well [BV10].

It is recommended to use algorithms particularly designed for rectangular LAPs. Today,

the best algorithm to solve the RLAP is the extended JVC algorithm, called JVR. The

original JVC algorithm (1987) was developed by Jonker, Volgenant and Castanon and

has a complexity ofO(m3) [JV87]. It was extended to the rectangular case by Volgenant

(1996) [Vol96]. A sufficient presentation of this algorithm would go beyond the scope of

this thesis and is hence omitted.

4.4.2.4 Murty’s Algorithm

Often not only the very best solution of a LAP is of interest but also the second, third

or generally nth best solution for n = 1,2, . . .. Murty (1968) invented an algorithm for

determining them [Mur68]. It requires a classical method for solving LAPs as e. g. the
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Hungarian method (see section 4.4.2.2). Murty’s algorithm guarantees to find the n-best

solutions in an efficient, polynomially limited manner. Its complexity is derived in the

end of this section.

Murty’s algorithm determines a ranked set of the n-best assignments of a given LAP

described by a cost matrix C ∈ R+
m×m, by repeatedly applying a LAP solver to an ad-

apted cost matrix CN . For doing so, a set8 of nodes9 U is maintained which facilitates

adapting the initial cost matrix C, needed to solve for the ith best solution, 1 ≤ i ≤ n.

A worker-to-job assignment is called a cell. A node N in that context is a 4-tuple which

consists of the best assignment a?N for node N , its assignment costs c(a?N), as well as a

set of r fixed cells FN and a set of s excluded cells EN :

N := (a?N , c(a
?
N), {(g1,h1), . . . ,(gr,hr)}︸ ︷︷ ︸

fixed assignments FN

, {(k1,l1), . . . ,(ks,ls)}︸ ︷︷ ︸
excluded assignments EN

) (4.13)

Let A denote the set of all possible assignments. Then N describes a restricted set of

assignments AN ⊆ A, where certain cells are included and others are excluded. This is

written as

AN := {a ∈ A | (g1,h1), . . . ,(gr,hr) ∈ a ∧ (k1,l1), . . . ,(ks,ls) /∈ a}

= {(g1,hi), . . . ,(gr,hr),(k1,l1), . . . ,(ks,ls)},
(4.14)

where a bar above a cell indicates that it is excluded from the node. Hence, the node N

describes all possible assignments that contain the cells (g1,h1), . . . ,(ir,jr) and that do

not contain the cells (k1,l1), . . . ,(ks,ls).

In the first step of Murty’s algorithm, also referred to as stage 1, the very best assign-

ment a?N1
= {(p1,q1), . . . ,(pn,qn)} with cost c(a?N1

) of C is determined with the use of a

classical LAP solver. Afterwards, it is used to initialize the set U :

U = {(a?N1
, c(a?N1

), ∅, ∅)}. (4.15)

In the second part of the algorithm, also referred to as stage 2, the node in U with least

costs is repeatedly determined, removed from U , inserted into the result listR and finally

partitioned. These operations are performed until U is empty or the n-best solutions are
8In practice this would be a priority queue.
9In the rest of this chapter the term node refers to a somewhat different mathematical object than in the

original paper of Murty. This decision was made in order to come up with a more practical, algorithmic
description of the algorithm.
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found and thus |R| = n.

Partitioning a node N by an assignment a involves the creation of r − 1 new nodes

Ni, where the restricted set of assignments ANi
of each child node does not contain

the assignment a and it holds that ∪r−1
i=1ANi

= A \ {a}. Partitioning a node N by an

assignment a = {(g1,h1), . . . ,(gr,hr)} is done in the following way:

Ni =
(
a?Ni

, c(a?Ni
), FN ∪ {(gi,hi), . . . ,(gr−1,hr−1)}, EN ∪ {(gi,hi}

)
, i = 1, . . . ,r − 1.

(4.16)

It should be mentioned that only r − 1, not r, new nodes have to be generated because

the cost matrix of the last partition Nr would only be of size 1 × 1 with (CNr)11 = ∞.

Such a matrix does not contain any feasible assignment and hence only r−1 child nodes

are generated.

In order to construct the remaining cost matrix CN ∈ R+
(n−r)×(n−r) of a node N the fol-

lowing changes need to be applied on the initial cost matrix C. First, all rows g1, . . . ,gr

and all columns h1, . . . ,hr have to be striked off to fix these cells in all successive as-

signments of the node. Second, all matrix cells (k1,l1), . . . ,(ks,ls) have to be replaced by

∞ to exclude these cells in all successive assignments of the node. The whole algorithm

is shown in pseudo code in algorithm 4.2.

Algorithm 4.2 Murty’s algorithm

Input: C ∈ R+
m×m and n ∈ N

Output: Set R of n-best assignments

1: Determine best assignment a?N1
with cost c(a?N1

) of C

2: Initialize set U = {(a?N1
, c(a?N1

), ∅, ∅)
3: while U 6= ∅ or |R| ≤ n do
4: Nmin ← Node in U with minimum cost

5: U ← U \ {Nmin}
6: R← R ∪ {Nmin}
7: {N1, . . . ,Nr−1} ←PARTITION(Nmin)

8: U ← U ∪ {N1, . . . ,Nr−1}
9: end while

10: return R

Even though not explicitly mentioned in the original work of Murty, the algorithm is
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as well applicable with minor changes to rectangular assignment problems [CM95]. For

rectangular matrices r, instead of r − 1, partitions have to be generated because the last

partition might still contain valid assignments.

Lastly, the algorithmic worst-case complexity of Murty’s algorithm in conjunction with

the JVC solver is derived [PPBS99, MS+97].

When solving for the n-best assignments each assignment creates in the worst-case m

new sub-problems (nodes). Hence, up to O(nm) nodes have to be inserted into the pri-

ority queue U and up to O(nm) LAPs have to be solved. Solving a single LAP has a

worst-case complexity of O(m3). Inserting a single node into U has a worst-case com-

plexity of O(nm). As such, the worst-case complexity of Murty’s algorithm presents as

follows:

O(nm(m3 + nm)) = O(nm4). (4.17)

4.4.2.4.1 Example In figure 4.8 an example of Murty’s algorithm for a squared LAP

of size 3 is depicted. All five feasible assignments are calculated in a ranked fashion.

Solid nodes are inserted into U . Dashed nodes have a cost of∞ and are thus discarded.

The hierarchical character of the algorithm is illustrated by the tree of generated nodes.

In each partitioning step a new set of child nodes is generated for the partitioned node.

4.4.3 Reformulated Multiple Hypothesis Tracking

After the introduction of the LAP and Murty’s algorithm the n-best MHT approach can

be presented. Given the set of all hypotheses Ωk at time-step k and a set of new measure-

ments Z(k + 1), the aim is to directly compute the n-best posterior hypotheses without

enumerating all possible posterior hypotheses exhaustively.

The task can be accomplished by constructing for all n prior hypotheses Ωk
i ∈ Ωk a

data association matrix L and determining the n-best posterior hypotheses for each Ωk
i

with Murty’s algorithm. After obtaining the n2-best hypotheses for all n prior hypotheses

only the n-best are kept and the remaining n2 − n hypotheses are discarded. Instead of

n, n2 hypotheses have to be generated because no hypothesis history is encoded in the

data association matrices. The data association matrices only account for the association
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1

N1 = (10,∅,∅)

a?N1
= {(1,1),(2,3),(3.2)}

CN1 =

 5 12 8

19 11 3

6 2 7



2

N2 = (21,∅,{(1,1)})

a?N2
= {(1,2),(2,3),(3.1)}

CN2 =

 ∞ 12 8

19 11 3

6 2 7



3

N3 = (23,{(1,1)},{(2,3)})

a?N3
= {(1,1),(2,2),(3.3)}

CN3 =

(
19 ∞
6 7

)

4

N4 = (25,∅,{(1,1),(1,2)})

a?N4
= {(1,3),(2,2),(3.1)}

CN4 =

 ∞ ∞ 8

19 11 3

6 2 7



5

N5 = (38,{(1,2)},{(1,1),(2,3)})

a?N5
= {(1,2),(2,1),(3.3)}

CN5 =

(
19 ∞
6 7

)

6

N6 = (∞,{(1,1)},{(2,3),(2,2)})

a?N6
= {(1,1),(2,3),(3.2)}

CN6 =

(
∞ ∞
2 7

)

Figure 4.8: An example of applying Murty’s algorithm on a 3 × 3 matrix. Solid nodes are

inserted into U . Dashed nodes have a cost of∞ and are thus discarded.

probabilities of the current scan and they do not incorporate probabilities of prior hy-

potheses. In figure 4.9 the basic structure of the n-best MHT approach is illustrated.

Consequently, to recast Reid’s conceptional MHT algorithm into a LAP two things must

be obtained:

1. The hypothesis generation procedure has to be reformulated so that it is possible

to apply Murty’s algorithm to solve for the n-best posterior hypotheses.

2. A formula is required which gives the number of all feasible posterior hypotheses

because there might exist more feasible assignments than feasible posterior hypo-

theses for a given hypothesis and for a given set of measurements. In that case

the number of solutions that Murty’s algorithm generates has to be limited to the

maximum number of existing posterior hypotheses.
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Figure 4.9: Structure of the n-best MHT approach.

In the next sections first a formula for counting the number of posterior hypotheses is de-

rived, followed by the presentation of the data association matrix casting the conceptional

MHT into a LAP. Finally, the algorithm illustrated in figure 4.9 is given as pseudo-code.

4.4.3.1 Counting Posterior Hypotheses

Given a prior hypothesis Ωk−1
i and |Z(k)| = Mk new measurements, the number of

feasible posterior hypotheses Nk
i can be obtained by accounting for all measurement-to-

target association possibilities and by considering the configuration of the prior hypo-

thesis.

(i) 0 ≤ NDT ≤ min(Mk,NTGT ) measurements can be associated with existing tracks.

For each possible number of associations NDT there are
(
NTGT

NDT

)
ways to choose

NDT existing tracks.

(ii) The first of theNDT tracks can then be assigned toMk different measurements, the

second track to Mk − 1 measurements, etc., till all NDT tracks are assigned. Thus,

there are Mk · (Mk − 1) · . . . · (Mk −NDT + 1) =
(
Mk

NDT

)
NDT ! ways of assigning

NDT existing tracks to Mk measurements.

(iii) There are still Mk −NDT remaining measurements to be assigned to either a false

alarm, or a new target. Thus, there are 2Mk−NDT possible assignments left.

Combining the counts of possible assignments (i) – (iii), the following formula is ob-

tained to determine the total number of parent hypotheses Nk
i , given the prior hypothesis
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Ωk
i :

Nk
i =

min(Mk,NTGT )∑
NDT =0

[(
NTGT

NDT

)(
Mk

NDT

)
NDT !2Mk−NDT

]
(4.18)

With this formula it is possible only now to get an overview of the combinatorial explo-

sion occurring during Reid’s hypothesis generation process. In table 4.2 a few examples

are listed for the number of posterior hypotheses to be generated, given a hypotheses

with NTGT tracks and a scan containing Mk measurements [DN06].

HHH
HHH

HH
Mk

NTGT 1 2 3 4 5 6

1 3 4 5 6 7 8

2 8 14 22 32 44 58

3 20 44 86 152 248 380

4 48 128 304 648 1 256 2 248

5 112 352 992 2 512 5 752 12 032

6 256 928 3 040 8 992 24 064 58 576

Table 4.2: The number of feasible posterior hypotheses for different numbers of existing tracks

and new measurements. The combinatorial explosion is clearly visible. Already for

6 tracks and 6 measurements 58 576 posterior hypotheses have to be generated.

4.4.3.2 Data Association Matrix

Next, it is described how the data association matrix L is constructed. It encodes all

feasible, posterior data association hypotheses of the original tree-based formulation of

Reid for a single hypothesis.

Given a hypothesis Ωk
i and a set of measurements Z(k + 1) of the current scan, the

corresponding data association matrix L
(
Ωk
i

)
∈ RMk×(NTGT +2Mk) is defined as

L
(
Ωk
i

)
= (lij) :=


l11 · · · l1,NTGT

... . . . ...
(
βNT (1−PD)

PD

)
I
(
βFT (1−PD)

PD

)
I

lMk1 · · · lMkNTGT

 ,

(4.19)
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where the likelihood for assigning a new measurement zi(k + 1), 1 ≤ i ≤ Mk to an

existing track 1 ≤ j ≤ NTGT is given by

(lij) = fN(Hxkj ,Sk
j )(zi(k)). (4.20)

This cost matrix accounts for measurement-to-track, measurement-to-new-target and

measurement-to-false-target associations. Hence, it is divided into three sub-matrices.

The cells of the first Mk × NTGT sub-matrix contain the scores for assigning meas-

urements to existing tracks. The second Mk ×Mk sub-matrix accounts for classifying

measurements as new targets. The last Mk × Mk sub-matrix accounts for classifying

measurements as false alarms. This matrix corresponds one-to-one to the set of all pos-

terior hypotheses of Ωk
i in the manner of Reid. A proof for that can be found in [DN06].

There are two remaining issues to be solved. Applying Murty’s algorithm on L will

not result in the n-best posterior hypothesis because:

1. the probabilities of the hypothesis rating equation are connected by multiplications,

while assignment costs are the sums of matrix elements,

2. the underlying LAP solver minimizes the assignment costs which results in the

n-worst assignments instead of the n-best.

It turns out that both problems can be eliminated by taking the negative logarithm of

each matrix element. This expresses multiplications through additions (e. g. log(ab) =

log(a) + log(b)). Thus, it transforms the sum of matrix elements into multiplications.

Furthermore, the negative logarithm maps probabilities to the inverse order of numbers

which results in the n-best assignments: − log : (0,1] 7→ [0,∞). Consequently, the final

logarithmic data association matrix L?
(
Ωk
i

)
is defined as:

L?
(
Ωk
i

)
= (l?ij) :=


− log l11 · · · − log l1,NTGT

... . . . ...

− log lMk1 · · · − log lMkNTGT

− log βNT (1−PD)
PD

∞ . . .

∞ . . . ∞
... ∞ − log βNT (1−PD)

PD

(4.21)

− log βFT (1−PD)
PD

∞ . . .

∞ . . . ∞
... ∞ − log βFT (1−PD)

PD

 .
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4.4.3.3 New Hypothesis Generation Algorithm

The last step to undertake in order to arrive at the new hypothesis generation algorithm

is to combine the number of posterior hypotheses Nk
i , the logarithmic data association

matrix L? and Murty’s algorithm.

To determine the set of the n-best new hypotheses Ωk+1, given the set of all hypotheses

Ωk of the previous time-step, the cost matrix L? for each hypothesis Ωk
i has to be con-

structed first. Next, Murty’s algorithm has to be applied on each cost matrix L?(Ωk
i ) to

solve for the n-best posterior hypotheses (=̂ assignments). Finally, out of the new n2

hypotheses the n hypotheses with highest probability have to be kept. The remaining

n2 − n hypotheses have to be discarded. The pseudo-code for this procedure is given in

algorithm 4.3.

Algorithm 4.3 The n-best MHT algorithm employing Murty’s algorithm.

Input: Set of hypotheses Ωk, set of measurements Z(k + 1), hypotheses count n

Output: Set of n-best posterior hypotheses Ωk+1

1: for Ωk
i ∈ Ωk do

2: Construct cost matrix L?
(
Ωk
i

)
3: Determine set of n-best posterior hypotheses Ψ using Murty’s algorithm

4: Ωk+1 = Ωk+1 ∪Ψ

5: end for
6: Sort Ωk+1 by hypothesis probability

7: Ωk+1 = Ωk+1 \ {Ωk+1
i : P k+1

i > P k+1
n }

It is important to note that in order to directly solve for the n-best hypotheses, still n2

hypotheses have to be enumerated. The reason for this is that as no parent hypothesis

probabilities are incorporated into the cost matrix, e. g. the 50th posterior hypothesis of

Ωk
1 might have a smaller probability than the 1st posterior hypothesis of Ωk

2. Therefore,

all n-best posterior hypotheses of all prior hypotheses have to be enumerated in order to

guarantee that the n-best are found.
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4.4.4 Modified Gating

The gating technique, described in section 2.3, cannot be directly applied in n-best MHT.

In n-best MHT all measurements have to be considered because a static cost matrix is

used for data association, in which each cell has to be assigned to a meaningful value.

However, it turns out that it is possible to exclude non-gating measurements in a way

that the computational workload is reduced considerably. The structure of the cost mat-

rix in Murty’s algorithm can be exploited to avoid the partitioning of certain nodes by

assigning the respective matrix element of a measurement-to-track association to∞, if

the measurement does not fall into the gating region. This cell is henceforth excluded

from the assignment.

4.5 Direct n-best Multiple Hypothesis Tracking

4.5.1 Introduction

In the n-best MHT approach, presented in section 4.4.3.3, most of the execution time is

spent for solving LAPs while nodes are partitioned in Murty’s algorithm. The number of

LAPs to be solved is linear in the number of solutions to compute n [Mur68]. Hence, its

complexity as a function of n is O(n). As for each of the n hypothesis n-best posterior

hypotheses have to be determined, the resulting complexity of the n-best MHT approach

as a function of n is nO(n) = O(n2).

It turns out that a considerable amount of computational costs can be avoided by directly

initializing the node list U of Murty’s algorithm with n nodes that contain modified cost

matrices for all n hypotheses. The cost matrices are modified in such a way that the LAP

assignment costs correspond one-to-one to Reid’s hypothesis costs of equation (4.11).

Hence, the parent hypothesis probabilities are incorporated into the assignment matrices,

which makes a ranking based on the LAP assignment costs possible. This modification

of the original n-best MHT approach is henceforth called the direct-n-best MHT ap-

proach.
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In the next section the modified data association matrix is presented and it is proved

that it corresponds one-to-one to the set of all feasible hypotheses in the manner of Reid.

Finally, the new n-best MHT variant is given in pseudo-code.

4.5.2 Modified Data Association Matrix

The modified cost matrix L′(Ωk
i ) ∈ RMk×(NTGT +2Mk) of a hypothesis Ωk

i is is constructed

in the following way. The elements of the cost matrix correspond directly to the three

probabilities for track continuation, new target and false target associations of the ori-

ginal hypothesis probability equation (4.11) of Reid, derived in section 4.3.3. Given the

probability for assigning a measurement zi(k + 1), 1 ≤ i ≤ Mk to an existing track

1 ≤ j ≤ NTGT

l′ij =
PDfN(Hxkj ,Sk

j )(zi(k + 1))

1− PD
, (4.22)

the modified data association matrix is constructed as:

L′(Ωk
i ) = (l′ij) = Mk

√
P k
m(i)(1− PD)NTGT

·


l′11 · · · l′1,NTGT

βNT 0 · · · βFT 0 · · ·
... . . . ... 0

. . . 0 0
. . . 0

l′Mk,1 · · · l′Mk,NTGT

... 0 βNT
... 0 βFT

 . (4.23)

It is proved now that the modified data association matrix L′ as well corresponds one-

to-one to the set of all feasible data association hypotheses in the manner of Reid. In

comparison to the previously presented data association matrix L the matrix L′ encodes

as well the parent hypothesis probability. The proof is analog to the one in the paper of

Danchick and Newnam [DN06].

Theorem 2. The product indexed over the assignment index pairs of the modified data

association matrixL′ corresponds one-to-one with the set of all hypotheses in the manner

of Reid and equals the probability P k
i of equation (4.11).

Proof. In each time-step k, NDT of the Mk new measurements are assigned to exist-

ing tracks. These measurement-to-track assignments are indexed by the set of feasible

assignment index pairs

α = {(m1,n1), . . . ,(mNDT
,nNDT

)}.
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Furthermore, NNT of the Mk new measurements are classified as new targets and NFT

of the Mk new measurements are classified as false targets. Let the set of new and false

target measurements be indexed by:

β = {mNDT +1, . . . ,mNDT +NNT
}, and

γ = {mNDT +NNT +1, . . . ,mMk
}.

The allocation of the index sets is supposed to be compatible with the definition of feas-

ible LAP assignments as defined in section 4.4.2.1.

Moreover, to fulfill the single source assumption, not more than one new measurement

can be assigned to more than one target. Therefore, the set of index pairs

δ = α ∪ {(r,r +NTGT )|r ∈ β} ∪ {(s,s+NTGT +Mk)|s ∈ γ}

is a feasible assignment for L′ which accounts for continued, new and false targets. It

can be shown that the product over all matrix elements contained in the index pair set δ

is equal to the hypothesis probability due to Reid.

∏
(t,u)∈δ

l′tu = Mk

√
P k
m(i)(1− PD)NTGT

NDT +NNT +NFT

 ∏
(m,n)∈α

l′mn

 βNT
NNTβFT

NFT

= P k
m(i)(1− PD)NTGT

(
NDT∏
i=1

PDfN (zmi
(k + 1))

1− PD

)
βNT

NNTβFT
NFT

= P k
m(i)

(1− PD)NTGT

(1− PD)NDT

(
NDT∏
i=1

PDfN (zmi
(k + 1))

)
βNT

NNTβFT
NFT

= P k
m(i)PD

NDT (1− PD)NTGT−NDT

(
NDT∏
i=1

fN (zmi
(k + 1))

)
βNT

NNTβFT
NFT

= P k+1
i (from equation 4.11)

The idea behind this construction is that any assignment returned by Murty’s algorithm

consists of Mk measurement-to-target assignments because each measurement has to

be assigned to a target. Therefore, the total hypothesis probability in the manner of

Reid can be obtained by multiplying each matrix element by Mk

√
P k
m(i)(1− PD)NTGT .

The square root disappears because exactly Mk factors are multiplied and the remaining

factor P k
m(i)(1 − PD)NTGT incorporates the probability of the parent hypothesis into the
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assignment costs.

As the probabilities of the hypothesis rating equation are connected by multiplications,

while assignment costs are the sums of matrix elements, the negative logarithm cost

matrix L′? has to be constructed analogously to L? in the n-best MHT variant (see sec-

tion 4.4.3.2).

Finally, the node list U of Murty’s algorithm has to be initialized and Murty’s algorithm

can be applied to directly solve for the n-best hypotheses.

4.5.3 Modified Application of Murty’s Algorithm

After the negative logarithm of each matrix element is computed, Murty’s algorithm is

applied to solve for the n-best assignments. However, in contrast to the application of

Murty’s algorithm in the n-best MHT approach the list of nodes U is initialized differ-

ently. In the beginning it is filled with the nodes of all modified data association matrices

L′?
(
Ωk
i

)
for each hypothesis Ωk

i . The rest of the algorithm works as before. Thanks to

the modification of the data association matrices each assignment cost corresponds ex-

actly to the hypothesis probability the assignment encodes. Hence, the n-best posterior

hypotheses can be determined by just partitioning n nodes instead of n2. Though, n

LAPs have to be solved in the initialization step. The pseudo-code for the direct n-best

MHT variant is given in algorithm 4.4 below.

Algorithm 4.4 The direct n-best MHT algorithm.

Input: Set of hypotheses Ωk, set of measurements Z(k + 1), hypotheses count n

Output: Set of n-best posterior hypotheses Ωk+1

1: for Ωk
i ∈ Ωk do

2: Construct cost matrix L′?
(
Ωk
i

)
3: Determine best posterior hypothesis of L′?

(
Ωk
i

)
and construct node Ni

4: U ← U ∪ {Ni}
5: end for
6: Determine set of n-best hypotheses Ωk+1 by applying Murty’s algorithm on U

It should be mentioned explicitly that the while-loop of Murty’s algorithm is dragged out

David Geier 57



CHAPTER 4. MULTIPLE HYPOTHESIS TRACKING Master Thesis

of the for-loop running over the set of hypotheses. This reduces the overall algorithmic

complexity as a function of the number of maintained hypotheses from O(n2) to O(n).

4.6 Summary

In the previous sections the theory required to understand a state-of-the-art multiple hy-

pothesis tracker was presented. The chapter covered Reid’s hypothesis-oriented, original

formulation of the MHT algorithm which consists of an iterative tree-based hypotheses

generation method and an equation to rate hypotheses. Moreover, certain practical issues

of the conceptional MHT could be solved with the help of different pruning strategies.

However, the inherent exponential algorithmic complexity could only be solved by refor-

mulating the whole method as a LAP and exploiting Murty’s algorithm to solve directly

for the n-best posterior hypotheses. The original n-best MHT variant of Danchick and

Newnam was improved further. Its complexity could be reduced from O(n2) to O(n).

The n-best MHT variants avoid generating, sorting and pruning all possible hypotheses

from scan to scan. Thus, they take off the exponential character from Reid’s original

MHT approach. To be more precise: previously intractable MTT problems can now be

solved in real-time. A detailed evaluation of the different MHT formulations and optim-

izations is given in the evaluation chapter. An actual prototype of a full-featured multiple

hypothesis tracker is presented first in the following chapter.
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5 Implementation

In this chapter the MHT implementation which was developed for the purpose of this

master thesis is presented. First, some practical issues that arose while working on the

implementation are discussed. They are independent of any theoretical consideration but

crucial for the implementation. Second, it is outlined how the n-best MHT hypothesis

generation algorithm was optimized further for speed. Lastly, the tracking software, the

used programming languages and libraries as well as the source code are presented.

5.1 Practical Issues

While implementing the MHT algorithm a number of practical issues arose. In this

section the most striking ones are discussed.

5.1.1 Track Management

In comparison to the standard implementations of JPDAF or GNNT which can handle

only a fixed and previously known number of targets, MHT naturally supports track ini-

tiation and track termination.

As every single new measurement is interpreted as a new target within the hypothesis

generation process of Reid, it is important to classify tracks as tentative or confirmed.

Otherwise, the tracker output would be flooded with numerous tracks that exist only for

one time-step.

The classification can be performed on the basis of the number of consecutive track

updates. If a certain track was updated n ∈ N times in a row, it is regarded as existing

and its life stage is switched from tentative to confirmed.
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Old life stage New life stage Rules

- Tentative Every newly created track.

Tentative Confirmed After n successive track updates.

Confirmed Deleted As soon as the biggest eigen-values of the state

covariance matrix of a track exceeds a threshold,

or the track was not updated for m or more time-

steps.

Tentative Deleted Track was not updated for m or more time-steps.

Table 5.1: Transition rules for all track life stages.

Tracks that disappeared need to be deleted. Detecting whether a certain track disappeared

can be performed on the basis of its state covariance matrix. If the biggest eigen-value

λmax (describing the track uncertainty) of it exceeds a certain threshold B, the life stage

of the track is switched from either tentative or confirmed to deleted.

Another possibility is to count for how many successive iterations the track was not

updated. When the number of iterations in which the track was not updated exceeds

a certain threshold, the life stage of the track is switched to deleted. In table 5.1 the

transition rules for the different track life stages are summarized.

5.1.2 Track Trees

For a solid implementation it is crucial to exploit the available memory and comput-

ing power as well as possible. Efficient data structures for the hypothesis management

have to be used because potentially a large number of intermediate hypotheses has to be

generated to find the n-best ones. Keeping duplicates of many tracks within different

hypotheses significantly increases the memory footprint as well as the execution time.

Therefore, an often applied implementation technique among the MHT community is

track trees, also known as family structure [Kur90, Bla04]. This MHT implementation

approach is known as track-oriented MHT.

In track-oriented MHT a track tree is created for each postulated target. The root of each

track tree represents its birth and its branches represent continuations of the track by dif-

ferent measurements. A trace of successive branches from the root to a leaf represents

one particular track. Then, every hypothesis only has to store pointers to the individual
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Target 1

Target 2

Track Trees Hypotheses

Ωk
1

Ωk
2

Ωk
3

Figure 5.1: Relation between track trees (track hypotheses) and global hypotheses

track tree nodes and not entire, potentially duplicated, tracks. Hence, track tree nodes

are also called track hypotheses. In figure 5.1 track trees and their relation to the global

hypotheses is illustrated.

The main difficulty in the implementation of track trees is the deletion of a track tree

node when there is no global hypotheses referencing that node anymore. Therefore, it is

important to keep track of the global hypotheses and the track tree nodes that reference

other track tree nodes. As soon as the reference count of a node reaches zero that node

can be deleted safely. The preferred data structure for implementing such a behavior is a

reference counting system [Sch04].

5.1.3 Log-Likelihoods

The MHT algorithm performs complex probability calculations on ever shrinking hypo-

thesis likelihoods. Due to the limited numerical precision of the floating-point arithmetic

of today’s computers it is unfeasible to work directly with probabilities of the interval

[0,1]. Taking the logarithm of a probability p ∈ (0,1] maps the small range (0,1] to

(−∞,0]. This reduces significantly numerical precision problems. Such likelihoods are
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naturally called log-likelihoods.

An additional advantage is that complex arithmetic operations become faster and numer-

ically more stable. For example, multiplications turn into additions log(ab) = log(a) +

log(b) and exponentiations turn into multiplications log(ab) = b log(a). Especially, the

latter property only makes the calculation of hypothesis probabilities feasible because

the exponentiation can be dragged out of the logarithm. This is particularly important

for very big and very small b.

5.1.4 A Solver for the Linear Assignment Problem

The JVC algorithm for the rectangular case was chosen because it is generally accepted

to be the fastest method to solve dense RLAPs [PPBS99]. An open-source implement-

ation was used because the focus of this thesis lies on the implementation of the MHT

algorithm and not on the RLAP solver. The implementation supplied with the book “As-

signment Problems” by Burkard, Dell’Amico and Martello [BDM09] was used. The

source code can be found on the accompanying web-site1. It had to be ported to C++ as

the original version was written in Pascal.

5.1.5 Painting Gating Ellipses

Obtaining a visual feedback of the tracking process is beneficial. It facilitates under-

standing what exactly happens in certain tracking situations and thus, it helps to find

potential bugs. While it is easy to visualize tracks, visualizing gating regions is not that

straightforward. The gating region of a track is defined by a covariance matrix describ-

ing uncertainty. The gate has the shape of a p-dimensional hyper ellipsoid where p is

the dimension of the underlying Gaussian distribution. In this section it will be derived

how to draw 2-dimensional gating ellipses on the basis of a covariance matrix A ∈ R2×2.

The resulting size and orientation describe the level set of the Mahalanobis distance

dM(x,c,A). Hence, the fundamental problem is to extract the width, height and angle of

such an error ellipse given a covariance matrix A.

A 2-dimensional circle with radius r ∈ R+ centered at the origin can be described as

1http://www.assignmentproblems.com/LAPJV.htm.
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|x| = r ⇔ xxT = r2. Applying a scale on both half-axes equals the multiplication of x

by a scaling matrix S =

(
1
sx

0

0 1
sy

)
∈ R2×2:

(Sx)T (Sx) = xT (STS)x = xTS2x = r2 (S diagonal⇒ ST = S)

Plugging in x = (a b)T expands this equation into a2

sx2 + b2

sy2 = r2. Then the horizontal

and vertical radii rx and ry can be determined. By setting x = (rx 0)T it follows that
rx2

sx2 + 02

sy2 = r2 ⇔ rx = sxr, respectively ry = syr.

To allow arbitrary orientations x has to be additionally multiplied by a rotation matrix

R =

(
cosφ − sinφ

sinφ cosφ

)
∈ R2×2. This yields the expression

(R−1x)TS2(R−1x) = xTRS2RTx = r2 (R orthogonal⇒ R−1 = RT ).

To move the midpoint of the ellipse to an arbitrary position its center c ∈ R is subtracted

from x.

(x− c)T RS2RT︸ ︷︷ ︸
=:A∈R2×2

(x− c) = r2 (5.1)

The matrix A is symmetric and positive semi-definite. It describes a scaled, rotated and

translated ellipse. Given such a matrix A, the aim is to decompose it into R and S in

order to solve for the horizontal radius rx, the vertical radius ry and the angle φ. This can

be achieved by performing an eigen decomposition. The eigen decomposition factors a

positive semi-definite matrix A into A = QΛQ−1. In that expression Q corresponds to

R and Λ to S2. The matrix Λ contains the eigen values λx,y of A on its diagonal.

With S2 =

(
1
sx2 0

0 1
sy2

)
=

(
λx 0

0 λy

)
it follows that sx = 1√

λx
and sy = 1√

λy

and therefore the radii can be calculated as:

rx =
r√
λx

and ry =
r√
λy
. (5.2)

With R = Q it follows that the angle φ can be calculated as:

φ = cos−1(q11). (5.3)

This result can now be applied on the Mahalanobis distance dM(x,µ,Σ) which repres-

ents the level set of a Gaussian distributions N2(µ,σ). The mean-value µ is used as the

ellipse center c and its positive semi-definite covariance matrix Σ as the ellipse matrix A.
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However, it should be mentioned that the covariance matrix Σ has to be inverted before

it can be plugged into the above equations because the Mahalanobis distance is defined

like this.

5.2 Software Optimization

The aim of this thesis is to create a real-time capable MHT implementation. Hence, the

speed of the final implementation plays a major role for its overall quality. To speedup a

software different steps are taken in a specific order to arrive at a fast implementation.

1. A simple but working version should be always implemented first because in the

majority of cases most of the time is spent in parts of the code which the program-

mer would not expect2.

2. After that, the software can be optimized. A profiler (like Intel VTune3 or the

minimalistic but very effective profiler Very Sleepy4) is used to find out in which

parts of the code most of the execution time is spent5.

3. After the execution hotspots are identified, they are optimized. First, high-level

optimizations as replacing data structures are applied. Only then, low-level optim-

izations as linearizing memory accesses are applied.

In the MHT implementation the Munkres LAP solver was first replaced by the faster JVC

algorithm. The second optimization step was to verify if the data structures were used ap-

propriately. The used C++ Standard Library containers were adapted thoroughly so that

they are ideally suited for the given problems. Next, memory usage and memory access

patterns were optimized. Today, in most of the software memory access constitutes the

major performance bottleneck. Difficulties in cache usage, arising from non-sequential

memory access patterns, forces the CPU to access the main memory frequently. There-

fore, the number of reallocations per scan and the data structure sizes were minimized.

2“We should forget about small efficiencies, say about 97% of the time: premature optimization is the
root of all evil.” (Donald Knuth in [Knu74])

3http://software.intel.com/en-us/articles/intel-vtune-amplifier-xe
4http://www.codersnotes.com/sleepy
5In software engineering it is said that in most cases 90% of the time is spent in 10% of the code (known

in that context as the 90/10 law).
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The remaining major bottleneck was the usage of Murty’s algorithm in the n-best MHT

variant. It turned out that by slightly modifying the data association matrix the speed

could be increased dramatically (see section 4.5).

5.3 Tracking Software

In this section the tracking software and its source code are presented. The software con-

sists of two independent modules: the tracker and the simulation creator as first presen-

ted. It is followed by a short overview of the source code and the used libraries.

5.3.1 Simulation Creator

The tracking software consists of two tabs. On the first tab the tracker is located. On

the second tab the simulation creator is situated. The simulation creator can be used to

quickly create synthetic tracking scenarios. An arbitrary number of tracks with posi-

tion, start time and duration can be easily created with a few mouse clicks. Additional

parameters regarding the tracking environment and the sensor can be specified as well.

The target density parameters βNT and βFT are calculated automatically. In figure 5.2

the simulation creator is depicted. The parameters required for creating a simulation are

listed in the following table.

Scan volume of sensor V

Measuring interval of sensor J

Detection probability of sensor PD

Measurement noise R

Average clutter count per scan λ

Table 5.2: Parameters required for creating a simulation.

The measurement noise is determined using two independent normal distributions for the

x- and y-coordinates. The number of cluttered measurements follows a Poisson distribu-

tion and their locations are uniformly distributed over the scan volume. The probability

that a measurement is detected is uniformly distributed is as well.
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Figure 5.2: The user-interface of the simulation creator. A few crossing targets and the corres-

ponding sensor output (disturbed target measurements and clutter) are depicted.

By clicking the "‘Preview"’ button on the upper right the targets are sampled, clutter

is generated for each scan and the resulting dataset is painted. Clutter is painted in red,

disturbed measurements originating from a target output by the sensor in blue and ground

truth measurements in green.

The sensor output and the ground truth can be saved as CSV6 files by clicking on the

two buttons in the upper left. A sensor output CSV file contains one line per measure-

ment and each line consists of (scan number, measurement position x, y). A ground truth

CSV file contains one line per measurement as well, but each line additionally contains

the label of the target to which the measurement belongs: (scan number, target label,

measurement position x, y).

5.3.2 Tracker

In the first tab of the software the tracker is located. With the buttons in the upper right

a CSV file containing the sensor output can be loaded. This data is fed into the MHT

6The Comma Separated Values (CSV) file format stores tabular data as plain-text files. Each line in a
CSV file is a record and each record is divided into multiple fields, separated by a special character.
Most commonly this is a tab or a comma.

66 David Geier



Master Thesis CHAPTER 5. IMPLEMENTATION

Figure 5.3: The tracks estimated when tracking synthetic data.

Figure 5.4: The tracks estimated when tracking real-world data.

algorithm and the resulting estimated tracks are painted into the bottom view. Addi-

tionally, a CSV file containing the ground truth and a source video can be loaded. If

provided, they are painted into the bottom view as well. For synthetic data no video

is available. The tracking process can be started, paused and continued step-by-step by

using the buttons in the upper left. The tracker applied on synthetic data and real-world

data is depicted in figure 5.3 and 5.4.

Several parameters have to be provided in order to properly track targets in the sensor
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output. Some of these parameters depend on the tracking scenario. They are entered in

the first row of parameters (marked in red in figure 5.4). These parameters are the de-

tection probability PD, the new target density βNT , the false target density βFT and the

measurement noise R. The second set of parameters configures certain tracker settings.

They are entered in the second row of parameters (marked in green in figure 5.4). These

parameters are the maximum number of hypotheses, the initial Kalman filter uncertainty,

the maximum track uncertainty, the threshold for n-scan pruning, the track confirmation

count and the gating probability PG. In the bottom group box the tracking output is

shown. The current scan number, as well as how many measurements it contains is dis-

played. Moreover, it can be chosen which tracks in which life stage are painted: tentative

and confirmed, only confirmed, only tentative or deleted tracks. Additionally, it can be

specified by using the three check boxes if the tracking output, the sensor output and the

ground truth are painted or not.

5.3.3 Source Code

The MHT algorithm, the simulation creator and the tracker were entirely implemented

in C++. This choice was made because even nowadays C++ is still the most widely used

programming language for object-oriented high performance software development.

Additionally, heavy usage of the C++ Standard Library was made and the Eigen7 library

was used for matrix and vector algebra. The user-interface was created with the aid of

the Qt framework8.

The MHT algorithm is implemented in a customizable manner by employing templates

in order to use vectors and matrices of arbitrary size that do not require any dynamic heap

allocations. The dimensions of the measurement vectors DM and of the state vectors DS

have to be specified when a variable of the main class of the tracker implementation is

declared: MHT::Tracker<DS,DM>. Hence, all state and measurement vectors and all covari-

ance and noise matrices have a static size which is known at compile time. Still, the data

association matrices in Murty’s algorithm are of unpredictable dimensions. Here, the

Eigen library comes in handy. It provides matrices of dynamic size which do not need

any heap allocations but expect a maximum size argument (e. g. Eigen::Matrix<float,

7http://eigen.tuxfamily.org/index.php?title=Main_Page
8http://qt.nokia.com/
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Eigen::Dynamic, Eigen::Dynamic, Eigen::ColMajor, MAX_ROWS, MAX_COLS>).

The source code of the implementation is distributed over a number of header files dir-

ectly implementing terms from theory, such as a track or a hypothesis. As templates are

used, the implementation has to be put into the header files. The reason for that is that

the implementation of a class has to be accessible for the compiler when it instantiates

the class during compile time.

In figure 5.5 the structure of the whole source code is illustrated in the form of an include

dependency graph. All MHT algorithm classes are encapsulated in a namespace called

MHT. The base class providing the user with all functionality is called Tracker<DM,DS>. All

the necessary steps to undertake are to pass the set of measurements in each new scan by

using the Tracker::update() function and to retrieve the most probable hypothesis for the

current scan by using the Tracker<DM,DS>::mostProbableHypothesis() function. The Tracker

<DM,DS> class maintains a set of clusters encapsulated in the class Cluster<DM,DS>. Each

cluster holds a set of hypotheses. A single hypothesis is implemented in the Hypothesis

<DM,DS> class. A hypothesis is a collection of tracks encapsulated in the Track<DM,DS>

class. A track holds a pointer to a track tree node encapsulated in the TrackTreeNode<DM,

DS> class. Track tree nodes contain all information that is needed to manage tracks; e. g.

the Kalman filter, which is implemented in the KalmanFilter<DM, DS> class. Additional

utility classes and functions can be found in the utils.hpp header file. The user-interface

is implemented in the MainWnd class. The view to paint targets of the simulation creator is

implemented in the class PaintView. The whole user-interface design was created using

the QtDesigner. It can be found in the file mainwnd.ui.
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mainwnd.cpp

params.hpp

mainwnd.hpp

mht.hpp paintview.hpp

cluster.hpp

ttnode.hpp

utils.hpp

kalman.hpp

hypothesis.hpp

track.hpp

hypogen.hpp

murty.hpp

lapsolver.hpp

main.cpp

murty.cpp

params.cpp

lapsolver.cpp

paintview.cpp

Figure 5.5: The source code structure in the form of an include dependency graph.
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6 Evaluation

The implementations of the previously presented MHT variants are evaluated in this

chapter. In the first part, fundamental principles behind the performance measurement

of MTT systems are discussed and two metrics for measuring tracking performance are

presented. In the second part, a practical evaluation using these metrics is performed.

It is based on synthetic data on one hand and detections provided by a person detector

applied to a real-world surveillance video on the other hand.

6.1 Performance Measurement of MTT Systems

While performance measurement of STT systems is well understood, measuring per-

formance of MTT systems is a challenging task. In the following sections, the funda-

mentals of MTT performance measurement are outlined and the CLEAR MOT metrics

for evaluating the tracking quality of MTT algorithms are presented.

6.1.1 Introduction

Nowadays, a systematic performance analysis is a crucial part in the development of any

tracking system. It is needed, for instance, to measure the effects of optimizations made

on a tracking algorithm or to compare the performance of different tracking approaches.

Performance measurement of STT systems is straightforward. There exist various tools

like Euclidean distance, least-squares minimization or root-mean-square deviation that

are used to measure tracking performance of STT algorithms. It turns out that it is dif-

ficult to come up with similar metrics for MTT. Even though, a wide range of MTT

performance metrics exist today (see e. g. [GTK11, PHS+06, RVCV11]), there is still no
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consensus on a general procedure of how to measure the performance of MTT systems

[HM02]. The difficulty is that the number of targets in the ground truth G very likely

differs from the number of tracks in the tracker output X . Finding a correspondence (as-

signment) between the two sets, even in cases where their cardinality is the same, is the

first problem. An established correspondence already enables to calculate a localization

error. Additionally, configuration errors such as false positives, misses (in cases of un-

equal cardinality) and mismatches (when the labels of tracks switch between successive

frames) have to be considered. Coming up with just a few intuitive, expressive metrics

that capture the aforementioned properties well is the major problem. At the same time,

the number of used metrics should be as little as possible. Otherwise, making concrete

comparisons of metric results is unfeasible because too many metrics have to be con-

sidered.

Furthermore, frame-based and track-based MTT performance metrics are distinguished

[PHS+06]. The former one considers the tracking results of each frame independently by

inspecting the track states and the track labels (e. g. see [PHS+06, GTK11]). In the latter

type of metrics entire tracks are inspected at the same time which facilitates capturing

temporal aspects (e. g. see [RVCV11]).

6.1.2 The CLEAR MOT Metrics

The CLEAR MOT metrics (2008) are two frame-based metrics that are used to evalu-

ate MTT algorithms [BS08]. One metric, called MOTP, measures the localization error

between the tracker output and the ground truth. The other metric, called MOTA, ac-

counts for configuration errors (mismatches, misses and false positives).

6.1.2.1 Overview

First of all, the correspondence between the ground truth and the tracker output has to be

established. In each time-step k a MTT system outputs a set of track states

Xk = {xk1,xk2, . . .} ⊂ RDS . (6.1)

The corresponding ground truth contains the target states

Gk = {gk1 ,gk2 , . . .} ⊂ RDS . (6.2)
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Misses
False positives

Figure 6.1: An illustration of the issues that can arise when associating the tracker output to the

ground truth. Big circles are states of the ground truth. Small circles are states of

the tracker output. The localization error between any two states is their Euclidean

distance [BS08].

Mismatch

Figure 6.2: An illustration of a mismatch that can occur when tracking dense targets [BS08].

The elements of both sets consist of a track label and a state vector. It should be men-

tioned that the number of estimated states |Xk| and the number of ground truth states

|Gk| do not have to be equal. In figure 6.1 the correspondence establishment and the

terms localization error, miss and false positive are illustrated. In figure 6.2 a mismatch

is depicted.

The general procedure of calculating the CLEAR MOT metrics MOTP and MOTA con-

sists of the steps summarized below [BS08].

1. Establish the best correspondence between the states in the tracker output Xk and

the states in the ground truth Gk for every time-step k.
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2. For each assignment (i,j) between a tracker output state xki and a ground truth

state gkj , calculate the localization error dki using e. g. the Euclidean distance.

3. Accumulate all configuration errors:

a) Count all targets in the ground truth for which no track state was output by

the tracker as misses mk ∈ N0.

b) Count all states in the tracker output for which no target in the ground truth

exists as false positives fpk ∈ N0.

c) Count all occurrences where the track label of a state in the tracking output

changes between two successive time-steps as mismatches mmek ∈ N0.

6.1.2.2 Correspondence Establishment

The establishment of the correspondence between the tracker output and the ground truth

is the central aspect of the CLEAR MOT metrics. To establish the correspondence for

a time-step k a LAP (see section 4.4.2) is solved which assigns the ground truth to the

tracker output states by minimizing the overall distance. This can be done e. g. with the

use of the Hungarian method (see section 4.4.2.2) [FD91, DF92].

Naively, assigning each ground truth state to a tracker output state and counting all re-

maining ground truth states as misses and all remaining tracker output states as false

positives sounds reasonable. Though, in practice, a few pitfalls have to considered.

First, a threshold TMOT ∈ R+ is defined which is the maximum distance between the

ground truth and a the tracker output states to be considered as potential matches. This

is of great importance because big distances in most of the cases signify that the tracker

missed the target and it tracks something else than a reasonable assignment. Hence, a

correspondence between xki ∈ Xk and gkj ∈ Gk is valid only if

dist
(
xki ,g

k
j

)
≤ TMOT . (6.3)

The value of TMOT depends on the tracking problem and the used distance metric.

Hence, it cannot be specified for the general case.

Second, there has to be a way to detect if a track label between two successive time-steps

changed in order to account for configuration errors. Mismatches can occur when a track
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is lost and when after a few scans it is reinitialized with a different label, or when two

tracks get very close and the tracker in consequence mistakenly swaps their labels. To

detect when mismatch errors occur, a list of mappings between ground truth target la-

bels and tracker output track labels is maintained. Whenever a new association (i,j) is

made which contradicts a previously made one (i,k) a mismatch is counted and (i,k) is

replaced by (i,j). Otherwise, (i,k) is directly added to the list of mappings. Mismatch

errors are counted only once in the time-step they occur. Especially in scenarios where

many targets are subject to tracking and mismatches are frequent, this gives a more intu-

itive measure.

After the correspondence between the tracker output and the ground truth is established

the MOTA and MOTP metrics can be calculated.

6.1.2.3 Performance Metrics

1. The Multiple Object Tracking Precision (MOTP) metric is the total localization

error for all matched pairs of states from the tracker output and the ground truth

averaged over all frames by the total number of made matches. ck ∈ N0 denotes

the number of correspondence matches in time-step k.

MOTP(G,X) :=
∑
k

∑
i

dki
ck

(6.4)

The MOTP metric indicates how well a MTT system estimates the target positions.

The metric does not account for any configuration errors (misses, false positives

and mismatches). They are captured by a second metric described in the next

paragraph.

2. The Multiple Object Tracking Accuracy (MOTA) metric captures the configuration

errors that a MTT system makes averaged over all frames. It reflects how well a

MTT system detects the targets and how well it follows their trajectories over time,

independently of the quality of their position estimations.

MOTA(G,X) := 1−
∑

k(mk + fpk +mmek)∑
k gk

= 1− (m+ fp+mme)︸ ︷︷ ︸
=:Etot

(6.5)
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The MOTA metric is the result of combining the following three ratios (each of

them captures a different configuration error): the ratio of missed measurements

m :=

∑
kmk∑
k gk

, (6.6)

the ratio of false positives

fp :=

∑
k fpk∑
t gk

(6.7)

and the ratio of mismatches computed over the total number of measurements

present within all frames

mme :=

∑
kmmek∑
k gk

. (6.8)

gk ∈ N0 denotes the number of targets present in the ground-truth in time-step k.

6.2 Practical Evaluation

In the following sections the practical evaluation of the MHT implementation on the

basis of synthetic and real-world test scenarios is presented.

Synthetic test scenarios are suitable for evaluating algorithmic aspects because the track-

ing scenario, the sensor settings (e. g. clutter rate λ or detection probability PD) and the

tracking parameters (e. g. measurement noise covariance R) can be changed easily by

using the simulation creator. However, it is of great importance to evaluate the MHT

implementation as well in comparison to a real-world test scenario. Only that can show

the practical side of the tracker in the presence of real-world effects such as missing

measurements (e. g. caused by occlusion) or maneuvering targets.

The evaluation of synthetic tracking scenarios focus on the analysis of the speed of the

algorithm, as well as on the tracking quality for pathological tracking scenarios. The

real-world scenario is evaluated in order to see how well the MHT algorithm performs

on a real dataset. As no results of other tracking algorithms exist for comparison, a

simple GNNT (see section 3.3.1) was implemented additionally.

For the entire evaluation a computer with an AMD Phenom II X4 9651 (3.4 GHz) CPU

and 4 GB of main memory was used.
1The AMD Phenom II X4 965 CPU has 6 MB of L3 cache, 4 MB of L2 cache and 4 cores.
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(a) Test scenario (ground truth) (b) Tracker output (Reid’s MHT)

(c) Tracker output (n-best MHT) (d) Tracker output (direct n-best MHT)

Figure 6.3: The tracking scenario which is used to test the three MHT variants for equality and

the tracker output of the three MHT variants.

6.2.1 Synthetic Scenarios

6.2.1.1 Equality of MHT Variants

In the previous chapters it was proven that Reid’s MHT and the two n-best MHT variants

compute the identical sets of hypotheses. However, in the beginning of the evaluation

the equality of the output of the three approaches is verified in order to be sure of the cor-

rectness of the implementations. For this purpose a simple tracking scenario was created

and the three algorithms were applied on it concurrently. The intermediate, pruned sets

of hypotheses, the visual tracking output and the CLEAR MOT metrics were compared

for equality.

It turned out that the implementation of the three algorithms deliver identical tracking

outputs for the scenario depicted in figure 6.3. The track colors are calculated based on

the track labels. The track colors are different because the three MHT variants generate

the n-best hypotheses in different ways. Thus, the number of intermediate tracks is dif-

ferent and so are the track labels.

It turned out that it can happen that the two n-best approaches generate slightly different

sets of hypotheses. In rare cases hypotheses occur that have the same probability as in

Reid’s approach but different configurations. The reason for this is that the order in which
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hypotheses are enumerated in the three approaches is completely different. Therefore,

especially in the direct n-best approach the last few generated hypotheses might have

the same probability as the ones of Reid’s approach but different configurations. This is

very likely to happen if βNT = βFT because classifying a measurement as a new target

has the same probability as classifying it as a false target. Hence, many hypotheses with

equal probabilities are generated.

6.2.1.2 Tracking Speed

Implementing a real-time capable MHT system is the main task of this thesis. Therefore,

improving the performance of Reid’s original MHT algorithm is of major importance for

it. Different optimizations were presented and implemented. In the following sections

their speed and memory requirements as a function of different parameters are examined.

6.2.1.2.1 Conceptional MHT When comparing the different MHT optimizations

and variants described in the previous chapters, it turns out that the original MHT ver-

sion of Reid has to be considered independently. Its inherent exponential nature makes

it inapplicable to any reasonable tracking problem. The problem is that the computation

of the conceptional MHT algorithm quickly exceeds the available computing power and,

even faster, the available amount of main memory of the used computer, causing an out-

of-memory exception.

In this paragraph the exponential growth in the number of hypotheses going hand in

hand with the growth of the amount of required memory and computing power is demon-

strated. The tracking scenario for four targets is depicted in figure 6.4a. More and more

targets that are equally distributed on the edge of a circle and that are moving towards

its center are tracked. In figure 6.4b the number of generated hypotheses as a function

of the number of tracked targets is shown. Even when clustering is enabled the given

tracking scenario stays unfeasible because all tracks are crossing at one point and then

they are combined into one super cluster. Updating this super cluster will still require the

same maximum number of hypotheses, resulting in exactly the same graph as shown in

figure 6.4b.

The original MHT variant of Reid is mainly of academic use because it is not applic-

able to most tracking scenarios. As soon as the number of targets exceeds 6, the max-
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(a) Four circular arranged targets that

move to the center of the circle.
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(b) Number of hypotheses as a func-

tion of the number of targets.

Figure 6.4: The tracking scenario used to evaluate the growth in the number of maximally gen-

erated hypotheses as a function of the number of targets.

imum number of generated hypotheses exceeds the available memory of 4 GB. As a

consequence also no analysis of the conceptional MHT variant in combination with clus-

tering is performed.

6.2.1.2.2 n-best MHT Variants To evaluate the n-best and direct n-best MHT vari-

ants the synthetic tracking scenario, depicted in figure 6.5, is used. This scenario contains

8 targets and no clutter. Hence, the number of measurements in each scan is 8 because

for each of the 8 targets the sensor delivers one measurement per scan. To account for

the clustering optimization, the tracking scenario consist of two independent groups of 4

targets. Such a simple test scenario was chosen because the required execution time for

a more complex one is already too long for some MHT variants.

In the figures 6.6a, 6.6b and 6.7 the average number of generated hypotheses, the av-

erage update time and average number of solved LAPs are plotted as a function of the

number of maintained hypotheses for different MHT variants. Semi-logarithmic2 plots

are used to make the large differences of the plotted values visible.

It can be clearly seen that the number of generated hypotheses in the n-best MHT variant

is much bigger compared to the direct n-best MHT variant. The semi-log plot visual-

izes well the growth in the number of generated hypotheses. It is quadratic in the n-best

2A semi-log plot is a plot where one axis is scaled logarithmically and the other one linearly.
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Figure 6.5: Tracking scenario that is used to evaluate the speed of the different MHT variants.
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Figure 6.6: The average number of generated hypotheses (left) and the average update time

(right) for processing a scan as a function of the number of maintained hypotheses.

variant and linear in the direct n-best variant. The MHT variants with clustering enabled

generate around twice as many hypotheses because for each cluster a set of hypotheses

has to be generated. Hence, two clusters result in twice as many hypotheses.

The average time (in milliseconds) required to process one scan evolves as well quadrat-

ically for the n-best variant, respective linearly for the direct n-best variant. This is an

interesting result because it means that the algorithmic complexity of both n-best variants

depends only on the number of hypotheses to maintain, given that the average number of

new measurements is constant. By looking at the number of solved LAPs in figure 6.7

and by inspecting Murty’s algorithm, it can be be seen that the average number of solved

LAPs only depends secondarily on the number of hypotheses to generate but primarily
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Figure 6.7: Average number of solved LAPs per scan as a function of the number of maintained

hypotheses.

on the size of the cost matrix. When a node is partitioned, the number of new nodes and

therefore the number of LAPs to solve only depends on the number of columns of the

used cost matrix.

This relation also explains why n-best MHT with clustering performs better than without

it, even though more hypotheses have to be generated. The reason is that while two

clusters are maintained, the number of hypotheses that has to be generated is greater

but the cost matrices that have to be solved within each cluster are considerably smal-

ler. With clustering enabled, in the very beginning each cost matrix has only 3 columns

(Mk = 1 = NTGT ⇒ L ∈ R1×3), later, when the tracks are crossing 12 (Mk = 4 =

NTGT ⇒ L ∈ R4×12). In comparison, when clustering is disabled each cost matrix has

24 columns (Mk = 8 = NTGT ⇒ L ∈ R8×24) when the tracks are crossing. Figure 6.8

illustrates the strong dependence of the update time on the size of the cost matrix.

6.2.1.3 Tracking Quality

In this section the tracking quality of synthetic scenarios is evaluated. For that purpose,

two especially difficult scenarios were constructed with the simulation creator. In the first

one, targets are moving in close proximity. In the second one, a single target moves in

a highly cluttered environment. The CLEAR MOT metrics are used to measure tracking

quality.
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Figure 6.8: This plot shows the strong correlation between the number of gating measurements

and the update time.

6.2.1.3.1 High Target Density Scenario Aiming at evaluating the ability of the

MHT algorithm to track targets moving in close proximity, a scenario was created con-

sisting of sensor data representing four horizontally, four vertically and two diagonally

closely moving targets. The amount of clutter λ is average and the detection probability

PD high. The used tracking parameters are listed in the table below.

Scans 34

PD 0.85

λ 10

βNT ≈ 0.000 007 002 8

βFT ≈ 0.000 258 201 1

In figure 6.9a the tracking scenario (blue dots are measurements, red dots are false alarms

and lines are targets) and in figure 6.9b– 6.9f the tracker output (blue dots are measure-

ments) for different numbers of maintained hypotheses are shown.

It is clearly visible that as the number of maintained hypotheses is increased the tracking

quality improves. The algorithm correctly estimates all of the existing targets and their

trajectories only at around 3 500 maintained hypotheses. However, their starting points

are still a bit off. Until around 100 maintained hypotheses the number of targets is not

detected correctly. With more than 100 maintained hypotheses the number of targets is

estimated correctly but their trajectories are still not. Cutting and swapping tracks be-
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(a) Test scenario (ground truth) (b) Tracker output (10 hypotheses)

(c) Tracker output (100 hypotheses) (d) Tracker output (500 hypotheses)

(e) Tracker output (1 500 hypotheses) (f) Tracker output (3 500 hypotheses)

Figure 6.9: The high target density test scenario and the tracker output for different numbers of

maintained hypotheses.
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Figure 6.10: The CLEAR MOT metrics as a function of the number of maintained hypotheses.

come the major issues. For instance, in figure 6.9d the upper green track turns left on

half of its way. The same happens to the light green track coming from the left. It turns

right on half of its way and then merges into the target coming originally from the very

upper left.

In figure 6.10 the CLEAR MOT metrics as a function of the number of maintained hy-

potheses are depicted. It strikes out that neither the tracking precision nor the tracking

accuracy graph is monontonic. One could assume that as the number of hypotheses is
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(a) Test scenario (ground

truth)

(b) Tracker output (800

hypotheses)

Scans 16

R 0

PD 0.6

λ 50

βNT ≈ 0.000 001 471

βFT ≈ 0.001 273 529

(c) Used parameters

Figure 6.11: The tracking scenario (left) and the tracker output (right) of tracking a single target

in a high clutter environment.

increased the tracking quality improves inevitably. Evidently, this is not the case. When

tracking with m ∈ N hypotheses it can happen that the hypotheses Ωa, . . . ,Ωb are gen-

erated which eliminate the hypotheses Ωc, . . . ,Ωd because they are less probable in the

current time-step. Though, it is possible that a posterior hypothesis of Ωc, . . . ,Ωd be-

comes potentially the most probable one in subsequent time-steps. When tracking with

less hypotheses n < m there are cases where the eliminating hypotheses Ωa, . . . ,Ωb are

not created because they are too unprobable in the time-step they would be enumerated.

6.2.1.3.2 High Clutter Scenario In this scenario a single track in a higly cluttered

environment is tracked. In figure 6.11 the tracking scenario is depicted. The target is

only detected with a probability of PD = 0.5 and the average number of false alarms per

scan is λ = 50. The remaining tracking parameters are listed in table 6.11c.

At least 800 hypotheses are required in oder to successfully track the single target. The

need of such a big number hypotheses is explained by the MHT algorithm requiring

multiple scans until the Kalman filter gets more certain and concomitantly the associ-

ation probabilities for the correct measurements increase. It is crucial to keep at least

one hypothesis containing the correct track that started multiple scans before until that

point. If not enough hypotheses are maintained all information about the correct track

and the prior occurring measurements are lost and the tracker has no information about

their existence.
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Figure 6.12: Frame 3 444 of the used real-world scenario. The red rectangle is the region where

ground truth was extracted for. The blue one depicts the area of coverage of the

sensor. The green rectangle is their intersection. Only ground truth and sensor

output measurements that fall into this region are considered.

6.2.2 Real-World Scenario

The real-world scenario is a video captured with a surveillance camera installed on the

campus of the TU Berlin. The camera is statically mounted and it records a pathway

for pedestrians. Therefore, the video contains almost exclusively passing pedestrians

with a few exceptions (e. g. cyclists). A head detector [DT05] is used for detecting the

people present in each video frame. The head detector constitutes the tracking sensor.

The locations of the heads of the detected people are the measurements handed over to

the MHT algorithm. The last missing piece of information required, before people in the

video can be tracked are the parameters PD, βNT and βFT . A way to determine them

will be outlined in the next section.

6.2.2.1 Determining the Tracking Parameters

One problem with using real-world datasets for evaluation is that the detection probab-

ility PD and the densities βNT and βFT are unknown in most of the cases. In order to

properly apply any tracking algorithm it is important to estimate these parameters. The
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parameters used for evaluating the real-world dataset were estimated using the following

approach.

1. For each scan k an assignment problem is solved. The states of the sensor output

Xk are assigned to the states of the ground truth Gk by minimizing their overall

distance. To avoid unreasonable assignments, a threshold TPE ∈ R+ has to be

provided which specifies the maximum distance between two states. This works

similarly to the threshold used in the CLEAR MOT metrics (see section 6.1.2).

2. The number of detected measurements ND, the number of false alarms NC and the

total number of tracks NT which are later used to calculate the final parameters,

are updated by using the number of successfully assigned measurements bk and

the number of measurements which got assigned to ground truth states which track

labels were encountered for the first time hk:

ND ← ND + bk NC ← NC + |Xk| − bk NT ← NT + hk

3. Given the counts ND, NC , NT and the scan volume V , the tracking parameters can

be finally calculated. The parameters βNT and βFT are divided by V because they

constitute spatial densities and not occurrence probabilities.

PD = ND

|Gk|
βNT = NT

|Xk|V
βFT = NC

|Xk|V

6.2.2.2 Tracking Quality

The tracking parameters, required to apply the MHT algorithm on the video, were estim-

ated with the aforementioned method for TPE = 20 pixels. The result is shown in the

table below.

Number of video frames 10 410

Number of measurements 29 010

Average measurements per scan ≈ 2.787

Detection probability PD ≈ 0.548 776 284 0

New target density βNT ≈ 0.000 000 298 8

False target density βFT ≈ 0.000 001 741 2
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MOTA ≈ 57.97%

MOTP ≈ 4.48 pixel

∅ fp ≈ 15.96%

∅ m ≈ 24.54%

∅ mme ≈ 1.53%

(a) Metrics for GNNT

MOTA ≈ 55.0%

MOTP ≈ 4.68 pixel

∅ fp ≈ 10.84%

∅ m ≈ 32.54%

∅ mme ≈ 1.62%

(b) Metrics for MHT

Table 6.1: The CLEAR MOT metrics of GNNT and MHT for the entire video.

As no reference results for the used real-world dataset exists, it is not possible to make a

comparative evaluation. Therefore, a simple GNNT (see section 3.3.1) was implemented

to which the MHT algorithm can be compared. The GNNT implementation supports as

well track initiation and termination.

The CLEAR MOT metrics of both algorithms are shown in table 6.1. The results are sur-

prising. Both algorithms perform almost equally well. The GNNT algorithm performs

even a little bit better (MOTA is 2.97% and MOTP is 0.2 pixel better) than the MHT al-

gorithm. Considering the low algorithmic complexity of GNNT in comparison to MHT

the question arises why MHT does not give considerably better result than GNNT.

The graphs in figure 6.13 show the number of false positives, misses and mismatches that

occurred within 500 successive time-steps. When looking at the graphs it is visible that

the number of false positives, misses and mismatches is similar to a great extent. Hence,

the MOTA and the MOTP metrics are similar too because little differences are canceled

out as the metrics are calculated as averages over all frames. GNNT performs so well in

comparison to MHT for two reasons.

1. There are almost no false alarms in the dataset and thus, the MHT algorithm cannot

pay off its big strength of maintaining multiple hypotheses to revoke once wrongly

made associations in future time-steps.

2. The GNNT algorithm has a very low rate of misses because it starts tracking any

target immediately.

Apparently, a simple nearest neighbor tracker is sufficient for this dataset. This assump-

tion is supported additionally by the dependence of the tracking result on the number of

maintained hypotheses. In figure 6.14 the MOTA and MOTP metrics are depicted for

different numbers of maintained hypotheses. The CLEAR MOT metrics do not improve
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Figure 6.13: The number of false positives, misses and mismatches that occurred within 500

successive time-steps. graphs belong to the GNNT and to the MHT.

considerably anymore when more than around 30 hypotheses are used.

It strikes out that the number of false positives and mismatches increases drastically in the

frames 3 000–4 000. In these frames the tracking scenario gets complex as a large num-

ber of people appear. Comparing the results of MHT and GNNT only for these frames

reveals that for complex tracking scenarios the MHT algorithm performs considerably

better than GNNT. The results of the CLEAR MOT metrics for the frames 3 200–3 700

are given in table 6.2. One frame of this sequence is shown in figure 6.12.

To study the effect of clutter on the tracking quality synthetic, spatially uniformly dis-

tributed clutter was added to the sensor output of the video. In steps of 10 the clutter rate
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Figure 6.14: The CLEAR MOT metrics as a function of the number of maintained hypotheses

for the MHT algorithm. is the MOTA metric, is the MOTP metric. More

than 30 hypotheses do not give considerably better tracking results.

MOTA ≈ 45.71%

MOTP ≈ 5.72 pixel

∅ fp ≈ 26.71%

∅ m ≈ 24.58%

∅ mme ≈ 3.01%

(a) Metrics for GNNT

MOTA ≈ 54.99%

MOTP ≈ 5.60 pixel

∅ fp ≈ 8.59%

∅ m ≈ 35.04%

∅ mme ≈ 1.34%

(b) Metrics for MHT

Table 6.2: CLEAR MOT metrics of GNNT and MHT for frames 3 200–3 700. In such complex

scenes MHT performs considerably better than GNNT (MOTA is 9.28% and MOTP

is 0.12 pixels better).

λ was increased from 0 up to 30 false alarms per scan on average (Poisson distributed).

The corresponding CLEAR MOT metrics are shown in figure 6.15.

As the clutter rate λ increases the MOTA metric of the GNNT decreases drastically,

whereas the MHT MOTA metric stays approximately constant. The reason for the de-

creasing GNNT MOTA values are the increasing numbers of false positives and misses.

GNNT makes no assumptions about the density of new and false targets. Hence, it

outputs a lot of false tracks that contain false alarms as the clutter rate increases. Fur-

thermore, as GNNT does not allow to revert once wrongly made association decisions,

tracks cannot be corrected as more information is available.
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Figure 6.15: The MOTP and MOTA metrics as a function of the clutter rate λ for the real-world

scenario. stands for the MHT algorithm, stands for the GNNT algorithm.

6.2.2.3 Summary

The application of the MHT and the GNNT on the real-world dataset revealed that there

are situations where simple tracking algorithms are sufficient to achieve results that are

comparable to the ones of more complex methods like MHT. Especially, in low clut-

ter scenarios, in scenarios with a high detection probability PD and in scenarios where

the distribution of targets and measurements do not follow the made assumptions of the

used algorithm, GNNT performs particularly well. However, in complex scenarios that

contain e. g. a lot of crossing targets or a lot of clutter, MHT outperforms any GNNT

implementation easily. The ability of MHT to track targets in clutter and close proximity

was shown with the use of the synthetic scenarios in section 6.2.1.3.1 and 6.2.1.3.2.

The MHT implementation is fully real-time capable for the purpose of video surveil-

lance. As only around 3 measurements per scan are delivered on average and the number

of maintained hypotheses which is required to obtain good tracking results is low, up to

250 scans per second could be processed on the computer that was used for the eval-

uation. This shows that even a lot more complex tracking scenarios could be handled

using the MHT implementation of this thesis.
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7 Conclusion

7.1 Summary

In this master thesis the MHT algorithm and a number of optimizations were discussed

and implemented. After an introduction to single and multiple target tracking, the con-

ceptional MHT formulation of Reid was discussed in detail. After that, the pruning and

the clustering optimizations were presented which speedup the algorithm significantly.

However, its inherent exponential character could not be resolved. Therefore, the con-

ceptional MHT algorithm was recast into a linear assignment problem. This took off

the exponential complexity and consequently made MHT for the first time applicable to

tracking scenarios containing a big number of targets and measurements.

The task of this thesis was to come up with a real-time capable MHT implementation

for video tracking in the context of visual surveillance. By analyzing the speed require-

ments of the implemented algorithm it could be shown that this task was successfully

accomplished. The algorithm is fast enough for the simultaneous tracking of many tar-

gets in real-time. By adjusting the number of hypotheses the MHT implementation can

be adapted to the complexity of the tracking scenario (number of targets and measure-

ments per scan) and almost constant update times can be achieved. Undoubtedly, there

is always a trade-off between the tracking quality and the tracking speed.

7.2 Future Work

The field of multiple target tracking is wide and there exist many papers describing fur-

ther improvements of the MHT algorithm. Some of these papers aim at reducing the ex-

ecution time of the algorithm, others aim at improving the quality of the tracking results.
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Additionally, during the evaluation some issues arose which have potential for further

improvement but are not yet treated in literature. Below, the most promising speed and

quality optimizations are listed:

Speed Optimizations Optimizing the MHT algorithm for speed is of great import-

ance. The faster the algorithm performs the more targets and measurements can be

handled. Moreover, the tracking quality is improved because more hypotheses can

be maintained at the same time.

Optimizing Murty’s Algorithm Most of the execution time of the n-best MHT

variants is spent for solving LAPs in Murty’s algorithm. Therefore, op-

timizing Murty’s algorithm further is a major improvement. Miller (1997)

[MS+97] describes three optimizations that drastically improve the speed of

Murty’s algorithm. When used to find the 100 best solutions to a random

100×100 assignment problem, these optimizations result in a speedup of up

to 20. Although the average data association matrices in most tracking scen-

arios are considerably smaller, these optimizations should result in a notable

reduction in execution time.

Optimized Gating Procedure As the number of measurements Mk and the

number of confirmed tracks NTGT grow, the time required for the gating pro-

cedure increases. The issue with the classical gating approach is that its al-

gorithmic complexity is O (MkNTGT ). When assuming that for each track,

at least, one new measurement is delivered, so Mk = NTGT + m, m ≥ 0,

the complexity of the gating procedure is quadratic. Hence, optimizing the

gating procedure for speed as described in [CU92] is of interest for tracking

scenarios with a large number of targets and measurements.

Parallelization Parallelizing the MHT algorithm can be done in different ways.

Parallelizing Murty’s algorithm has the advantage that also for single cluster

tracking problems the parallelization still brings a speedup. However, paral-

lelizing Murty’s algorithm is already a tedious low-level optimization taking

place deep inside the MHT algorithm. This means that the amount of par-

allelized code is small and thus the main thread often stalls as it has to wait

till all worker threads have finished their jobs. Generally, it is worth to strive

for parallelizing as much code as possible as it reduces synchronization costs.
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Parallelizing the processing of the individual clusters e. g. enables to run each

independent tracking process on a different processing unit without any ex-

tra synchronization costs. However, if there are less clusters than processing

units some of them are idle. Hence, coming up with a well performing MHT

parallelization is of interest.

Hypothesis Management In high clutter tracking scenarios the tracking quality de-

pends almost exclusively on the number of maintained hypotheses. That is why it

is of great importance to carefully select which hypotheses are kept and which are

discarded to maximize the number of “good” hypotheses that are kept.

Improved Hypotheses Merging Often multiple similar hypotheses emerge that

describe almost the same measurement-to-track associations. Such hypo-

theses can be merged into a single one as described in section 4.3.4.1. This

begs the question of how to determine the track states and covariance matrices

in the resulting joint hypothesis. A simple solution is to take their aver-

ages but there are more sophisticated approaches as, for instance, the one

described in [RR10].

Inter Cluster Hypothesis Pruning A single complex tracking problem can

be eventually divided into multiple smaller tracking problems by clustering.

Each cluster constitutes an independent tracking problem. In the current im-

plementation the same number of hypotheses is maintained in each cluster.

Hence, depending on the number of emerging clusters, a different total num-

ber of hypotheses has to be generated. This causes the execution time to be

highly varying. Hence, a strategy to select a constant number of maintained

hypotheses among a variable number of clusters is necessary; especially for

hard real-time systems where the update time per scan needs to be constant.

Adapted New and False Target Models In classical tracking algorithms new tar-

gets and false alarms are assumed to be uniformly distributed over the scan volume.

Furthermore, it is assumed that the measurements are subject to Gaussian noise.

In a many tracking scenarios these assumptions do not hold due to the nature of

the targets and the sensor. Therefore, it is advisable to come up with improved

models that describe better the underlying distributions. For instance, in the pa-

per [BUDW06] it is shown how ellipsoidal gating regions can be extended to the

non-linear, non-Gaussian case.
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A Fundamentals

In this chapter some important mathematical fundamentals, required throughout this

thesis, are presented. An overview of important probability distributions and terms from

graph theory is given.

A.1 Probability Distributions

In this section a rough overview of important probability distributions is given. The focus

lies on the intuitive understanding of the different distributions and not on providing a

mathematical derivation.

Binomial Distribution The binomial distribution is a discrete probability distribution

[Hay12]. It describes the result of a Bernoulli process or Bernoulli experiment. A

Bernoulli process is a series of n ∈ N independent repetitions of a random exper-

iment with only two possible outcomes: success or failure. The outcome A has

probability P (A) = p ∈ (0,1) and the complementary outcome B has probabil-

ity P (Ā) = P (B) = 1 − p. The binomial distribution models the probability to

have k ∈ N, k ≤ n successes within n experiments. Its probability mass function

(PMF) is defined as

fB(n,p)(k) =

(
n

k

)
pk(1− p)n−k. (A.1)

A binomially distributed random variable with parameters n and p is written as

X ∼ B(n,p).

Poisson Distribution For large numbers of experiments n and small probabilities p,

the binomial distribution is difficult to evaluate [Hay12]. In that case, it can be

approximated by the Poisson distribution. If the number of expected occurrences
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is given by λ ∈ R+, the probability density function (PDF) that there are exactly k

occurrences is

fP(λ)(x) =
λk

k!
e−λ. (A.2)

A Poisson distributed random variable X with parameter λ is written as X ∼
P(λ). A probability distribution B(n,p) can then be approximated by the Poisson

distribution P(np). Therefore, the number of expected occurrences λ is given by

np.

Normal Distribution The continuous normal or Gaussian distribution is the most im-

portant probability distribution as many practical problems are approximately nor-

mally distributed [CK07]. A 1-dimensional, continuous, normally distributed ran-

dom variable X , with mean µ and variance σ2 has a PDF of

fN1(x) =
1

σ
√

2π
exp

(
−1

2

(
x− µ
σ

)2
)
. (A.3)

It is written as X ∼ N (µ,σ). A p-dimensional, continuous, normally distributed

random variable X , with mean vector µ = (E(X1),E(X2), . . . ,E(Xp))
T ∈ Rp

and positive-definite covariance1 matrix Σ = (Cov(Xi,Xj))i,j=1,...,p ∈ Rp×p has a

PDF of

fNp(µ,Σ)(x) =
1

|Σ| 12 (2π)
p
2

exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
. (A.4)

It is written as X ∼ Np(µ,Σ). Analogously to the uni-variate
(
x−µ
σ

)2
= (x −

µ)(σ2)
−1

(x−µ), the multi-variate case defines the Mahalanobis distance [Cox93]

as

dM(x,µ,Σ) = (x− µ)TΣ−1(x− µ). (A.5)

It describes a weighted Euclidean distance between the vector x and the mean

value µ. By inverting Σ a random variable gets less weight, when it has a greater

variance, than another random variable. (x − µ)TΣ−1(x − µ) = c2 describes a

p-dimensional hyper-ellipse, centered at µ with its shape and rotation defined by

Σ.

1The covariance between two random variablesX and Y with mean values µX = E(X) and µY = E(Y )

is defined as Cov(X,Y ) = E((X − µX)(Y − µY )) = E(X,Y )− µxµy .
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χ2-Distribution The central χ2-distribution is a continuous probability distribution

that arises when adding up n independent, squared, p-dimensional, standard nor-

mally distributed2 random variables Xi, so that

Y =
n∑
i=1

X2
i ,

with Xi ∼ Np(0,I). It is written as Y ∼ χ2(n). The parameter n is called the

degree of freedom (DOF). As the PDF fχ2(x) of the central χ2-distribution is not

required in this thesis it is not stated. The CDF, on the other hand, is required and

defined as

Fχ2(n)(x) =
γ(n

2
,x

2
)

Γ(n
2
)

= P
(n

2
,
x

2

)
, (A.6)

where γ(n,z) is the lower incomplete Gamma function and P (k,z) is the regular-

ized Gamma function.

Theorem 3. The Mahalanobis distance dM(x,µ,Σ) is χ2-distributed [DB11].

Proof. Given the normally distributed random variable X ∼ Np(µ,Σ), it is

(X − µ)TΣ−1(X − µ) = (Σ−
1
2 (X − µ)︸ ︷︷ ︸

=:Z

)T (Σ−
1
2 (X − µ)) = ZTZ =

p∑
i=1

Z2
i .

The equation Z = Σ−
1
2 (X − µ) =

=:A︷︸︸︷
Σ−

1
2 X +

=:b︷ ︸︸ ︷
(−Σ−

1
2µ) is a linear transformation

of the form Z = AX + b of the random variable X with A ∈ Rp×p and b ∈ Rp.

Hence, for the mean value and the variance of the transformed random variable Z

it holds that

E(Z) = E(AX + b) = AE(X) + b = Aµ+ b = Σ−
1
2µ+ (−Σ−

1
2µ) = 0

Var(Z) = Var(AX + b) = A2 Var(X) = (Σ−
1
2 )2Σ = I.

Since for the random variables Zi it holds Zi ∼ N1(0,1), the squared sum follows

a χ2-distribution
∑p

i=1 Z
2
i ∼ χ2(p) with p DOF.

This property is very important because it can be used to determine a threshold

η ∈ R+, so that PG ∈ [0,1] of all tested values are less or equal than η:

P (dM(x,µ,Σ) ≤ η) ≤ PG = Fχ2(η)

2A standard normally distributed random variable has a variance of σ = 1 and a mean-value of µ = 0.
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APPENDIX A. FUNDAMENTALS Master Thesis

A.2 Graph Theory Basics

A graph G = (V,E) is called bipartite if there exists a partition of its vertices into two

subsets V = X ∪ Y with X ∩ Y = ∅ and E ⊆ X × Y . In other words: the vertices of

G can be partitioned into exactly two sets, where no edges connect two nodes from the

same set.

Let G be a bipartite, weighted graph G = (V,E), with V = X ∪ Y and weights

w(e) ∈ R, e ∈ E. A matching M ⊆ E is a set of edges, where no two edges share

a common vertex. The size of a matching |M | is the number of edges in M . The weight

of a matching is the sum of the weight of its edges w(M) =
∑

m∈M w(m). A vertex v is

called matched if it is an endpoint of an edge in M . If not, v is called free. A matching is

called perfect if all vertices V of G are matched. That means that for any other matching

M ′ of G, |M ′| ≤ |M | holds [Wal07].

The neighbor set of a vertex v ∈ V is defined as N(v) = {v (u,v) ∈ E}. The neighbor

set of a set of vertices S ⊆ V is defined as N(S) = ∪s∈SN(s) [HR03].

An alternating path inG is a path, which edges are alternating betweenE andE\M . An

alternating path is called augmenting if it holds vs,ve /∈M for its start and end vertex. If

a matching M contains an augmenting path, then a larger matching M ′ can be obtained

by swapping the edges on the augmenting path [HR03].

A vertex labeling is a mapping from the vertices V ofG into the real numbers l : V 7→ R.

The associated scalars are called labels. A vertex labeling l is called feasible if it holds

l(x) + l(y) ≥ w(x,y), ∀x ∈ X, y ∈ Y.

It exists always a feasible vertex labeling by choosing

l(x) = max
y∈Y
{w(x,y)}, x ∈ X and

l(y) = 0, y ∈ Y.
(A.7)

The equality graph Gl of G with respect to l is defined as the sub-graph which contains

all vertices of G, but only those edges (x,y) ∈ E that have weights such that w(x,y) =

l(x) + l(y) [Wal07].
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